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ACOUSTICAL NEWS—USA
Elaine Moran
Acoustical Society of America, Suite 1NO1, 2 Huntington Quadrangle, Melville, NY 11747-4502

Editor’s Note: Readers of this Journal are encouraged to submit news items on awards, appointments, and other activities about
themselves or their colleagues. Deadline dates for news items and notices are 2 months prior to publication.

Gaylon Hollis selected recipient of the ASA
2003 Minority Fellowship

ASA member Gaylon Hollis has
been selected the recipient of the
Acoustical Society of America’s
2003–04 Minority Fellowship. Mr.
Hollis is a graduate student in the
George Woodruff School of Mechanical
Engineering at the Georgia Institute of
Technology in Atlanta, Georgia. He re-
ceived a B.S. in Mathematics at More-
house College and a B.S. in Mechanical
Engineering at the Georgia Institute of
Technology. His research interests are
in bioacoustics and acoustic emissions.
The Minority Fellowship was estab-
lished in 1992 with the goal of support-

ing minority students in their pursuit of graduate level degrees in acoustics.
The Fellowship includes a $13 000 stipend for one academic year plus
$1000 in travel support to attend an ASA meeting. Past recipients have been
Brian Scott~1993!, J. Sean Allen~1997!, Guillermo E. Aldana~1994!, Ver-
necia Sharae´ McKay ~2001!, and David T. Bradley~2002!. The next award
will be available for the 2005–06 academic year. The fellowship may be
renewed for one additional year.

For further information about the Fellowship, please contact the
Acoustical Society of America, Suite 1NO1, 2 Huntington Quadrangle,
Melville, NY 11747-4052, Tel.: 516-576-2360; Fax: 516-576-2377; E-mail:
asa@aip.org; Web: http://asa.aip.org. Application information may also be
found on the ASA home page at^http://asa.aip.org/fellowships.html&.

Regional Chapter News

Greater Boston Chapter

We had a very successful 2002–2003 season!! We even had some
months with two meetings! We are continuing to strive to broaden our
audience further by hosting joint meetings with other local societies and
organizations. We are preparing another exciting schedule for the next year
of events and meetings for the Greater Boston Chapter of the Acoustical
Society of America. This year we have more formally acknowledged local
student chapters in order to foster growth and sharing of ideas with those
students and faculty liaisons.

This year’s officers are:
Chairman: Matthew Moore mmoore@cavtocci.com
Secretary: Rose Mary Su rsu@cavtocci.com or gbcasa@gbcasa.org
Treasurer: Ben Davenney bdavenny@acentech.com
National Liaison: Tim Foulkes tfoulkes@cavtocci.com
As many of you know, the Greater Boston Chapter and its events are

supported on a volunteer basis. The intent is to reach a broad spectrum of
people with a common interest in acoustics who gather about once a month
to discuss topics in the field. Our goal is to offer perspectives on current
issues in acoustics to those with an interest in acoustics. Please be aware that
it is not necessary to be a Member of ASA national to join our local chapter,
and guests are welcome to all events.

Be sure to check the chapter’s website at http://www.gbcasa.org/ and
download the latest chapter information, including meeting notices. We en-
courage you to join the electronic mailing list in order to receive meeting
notices and updates right away. You can sign up instantly by accessing
http://www.gbcasa.org/ and browsing down to the Groups Signup.

2002–2003 Year... a year in the life of GBC-ASA

Each year in June or July the Officers, members of the Executive
Committee and any other chapter members interested in helping plan the
next year’s activities and meetings gather for dinner at some convenient
centrally located restaurant for a creative ‘‘think tank’’ session. Those who
suggest a meeting topic and possible presenter, as well as those not in
attendance who may be ‘‘volunteered’’ by others, usually end up as organiz-
ers for a meeting or two responsible for contacting the presenter~s! and
getting a title and short abstract for the meeting. For the next month or so
the Chapter Chair chases the meeting organizers to firm up the commitments
for presenters and meeting places so that with the meeting notice for the first
scheduled meeting, usually in September, the Chair can include a ‘‘Save the
Dates’’ tentative schedule for the full meeting year.

If all goes well, the Greater Boston Chapter ends up with generally
successful, highly diverse, well attended and always very interesting meet-
ings. We meet on the average of one meeting each month for the period,
September through June, as we did for the 2002–2003 meeting year just
completed. Always particularly satisfying for the membership are ‘‘field
trip’’ meetings to see to-be-completed, and sometimes under construction,
projects in which Chapter members may have provided consulting services
or have been principals in some research effort. A notable example of this
type of field meeting has been the Boston Central Artery/Third Harbor Tun-
nel Project, also known as the ‘‘Big Dig.’’ Each year, usually in late Spring,
Mary Newman, wife of the late Prof. Robert Newman of MIT, Harvard, and
Bolt Beranek and Newman fame, hosts along with the Chapter a benefit
concert-meeting at her home in Lincoln, MA with the proceeds going to the
Newman Student Award Fund now administered by the Society through the
Technical Committee on Architectural Acoustics. The Chapter has had an-
niversary banquet meetings, book signing meetings featuring authors of
acoustics texts, lecture meetings by distinguished faculty including one by
recent ASA past President Bill Hartmann while he was on sabbatical at
Boston University, and others.

The recently completed 2002–2003 season reflects the above diversity
and is outlined below for the benefit of our colleagues in other ASA regional
chapters.~Most of the presenters are willing to make presentations as long
as their travel costs can be reimbursed.!

GBCÕASA 2002-2003 MEETINGS

24 September 2002
Active vibration control using complex ‘‘SEA.’’ Richard Lyon, RH Lyon
Corp President and 2003 ASA Gold Medal Recipient

The meeting on Tuesday, 24 September 2002, was a discussion of
Active Vibration Control. Richard Lyon discussed how this applies to work
completed for the Air Force.

23 October 2002
Joint meeting with Acoustical Society at Berklee College of Music

Spatial hearing and acoustics in ordinary rooms, Barbara Shinn-
Cunningham, Department of Cognitive & Neural Systems and Biomedical
Engineering, Boston University

This talk explored how the echoes and reverberations in small rooms
influence acoustic cues and listener perception. Behavior on psychophysical
tasks ranging from sound localization to understanding speech in noise~per-
formed in both real rooms and ‘‘virtual auditory space’’! were reviewed.

28 October 2002
Joint meeting with INCE

Who wants a national noise policy? William W. Lang, Past President of
INCE/USA and International INCE

Many engineers and technologists are convinced that America needs a
national noise policy to replace the failed policy of the 1970s. But the need
for, or lack of, a noise policy for the nation is neither universally recognized
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nor accepted. A lively discussion on the pros and cons of a new National
Policy followed a brief presentation by Dr. Lang.

20 November 2002

Do you hear what I hear? Robert Redden, Professor of Audiology, North-
eastern University; Sandra Cleveland, Director of Audiology Clinical Ser-
vices, Northeastern University; Mary Florentine and Søren Buus, Past GBC-
ASA Chairs, Northeastern University

Have you ever been curious about your hearing? Have you ever won-
dered how hearing is clinically evaluated, or how hearing loss is deter-
mined? Or perhaps you want to know how to protect your hearing. This
presentation addressed these issues, and a Q&A session was held relating to
hearing health and rehabilitation. The chapter also toured the state-of-the-art
Hearing, Speech and Language Center in the new Behrakis Health Sciences
Center at Northeastern University.

17 December 2002

The soundscape of modernity—Architectural acoustics and the culture
of listening in America, 1900–1933. Emily Thompson, Senior Fellow of
Dibner Institute for the History of Science and Technology, MIT

In this meeting Emily Thompson discussed her new book,The Sound-
scape of Modernity—Architectural Acoustics and the Culture of Listening in
America, 1900–1933, and the research involved.

14 January 2003
Joint meeting with Narragansett Chapter

Bisonar approach to synthetic aperture imaging. James A. Simmons,
Department of Neuroscience, Brown University, Providence, RI

The January meeting was a presentation by James A. Simmons, Ph.D.,
of the Department of Neuroscience at Brown University. Dr Simmons
showed how the bat’s auditory system develops a cascade of representations
for the broadcast and echoes that together solve several design problems in
sonar in a way that is not mutually exclusive.

26 February 2003

The ANSI standard for classroom acoustics—What does it say and how
will it influence future classroom design? Panel discussion with Lincoln
Berry, Cavanaugh Tocci Associates; Pip Lewis, AIA—HMFH; Klaus Klein-
schmidt, Cambridge Acoustics; and Steve Mahler, Ellenzweig

In summer 2002, ANSI approved Standard S12.60-2002, which is
titled Acoustical Performance Criteria, Design Requirements, and Guide-
lines for Schools. This standard sets new expectations for classrooms and
requires low background noise levels, noise isolation from sources outside
the classrooms, and low reverberation times. These criteria will impact the
selection and design of mechanical systems, building constructions, and
classroom finishes. This meeting began with a discussion of the specific
criteria of the standard from two acousticians who have studied it. Two local
architects who have applied these types of performance goals on their
projects presented a discussion of the impacts resulting from these criteria. A
question and discussion period followed the panel presentations.

18 March 2003

Sabine’s influence on the acoustical design of Boston’s Gaiety Theatre.
Steve Landrigan & The Friends of the Gaiety Theatre; David Griesinger,
Lexicon

The meeting began with a brief presentation by Steve Landrigan and
colleagues fromThe Friends of the Gaiety Theatregroup as well as a tech-
nical presentation by Dave Griesinger, Chief Scientist for Lexicon, who did
a feasibility study for the group. Dave’s study speculates that Wallace Sab-
ine’s fingerprints are likely on the design of the theater since he worked with
the architect Clarance Blackall in the early 1900s on several Boston theaters
being built at that time. The Boston Landmarks was in the process of a final
review and will be holding public hearings and reporting to Mayor Menino
on whether to grant this theater landmark status.

22 April 2003
Joint meeting with Communications & Digital Signal Processing Cen-

ter, and Northeastern Speech & Hearing Club

When sound effects are better than the real thing. Laurie Heller, Brown
University

Dr. Heller discussed experiments that examine the perception of Foley
sound effects. Sound effect technicians, known as ‘‘Foley artist,’’ have long

known that two physically different events can produce similar sounds. For
example, the sound of footsteps in the snow can be imitated by squeezing a
box of cornstarch. This raises interesting questions for auditory psychology:
Why do sound effects work? If two sounds do not have to be acoustically
identical for them to represent the same event, what similarities are neces-
sary? What differences are unimportant? And what does that tell us about
the mental representation~and memory! of sounds? It has been claimed that
sound effects can benefit from ‘‘exaggerating’’ aspects of the sound, but this
assumption has not been explicitly tested.

9 May 2003

Orchestra pit and sound system design for the Boston Ballet Company’s
home: The Wang Center for the Performing Arts. Jonathan McPhee,
Music Director Boston Ballet Company; John F. Allen, President, High Per-
formance Stereo

Attendees had a great opportunity to experience a performance of
Romeo and Julietby the Boston Ballet at the Wang Center. Immediately
following the dinner there were short presentations by Jonathon McPhee, the
music director for the Boston Ballet, and John Allen, the resident sound
designer for the Ballet, as well as by the Boston Ballet Company director
Mikko Nissen. A backstage tour following the performance.

21 May 2003

The Robert Bradford Newman Student Award Fund Annual Benefit
Concert at the residence of Mary Shaw Newman in Lincoln, MA. Vir-
ginia Eskin, one of New England’s best loved concert pianists, ‘‘A Piano
Recital to Remember’’

Following the concert, the Greater Boston Chapter presented a Certifi-
cate of Honor to Richard H. Lyon, recipient of the 2003 Gold Medal of the
Acoustical Society of America.

14 June 2003

A late spring extra... informal weekend visit to Fisk Organ Open Shop,
Gloucester, MA.

A visit was made to the OPEN SHOP for OPUS 121, a three-manual
forty-two stop organ for Furman University in Greenville, SC, at the Fisk
Organ Company in Gloucester, MA where the organ is undergoing its final
construction and pre-installation adjustments before shipment to Furman
University. Built for the Charles Ezra Daniel Chapel, an attractive contem-
porary building on the Furman campus, the specification, with both Positive
and Swell divisions under expression, will be especially versatile in accom-
panying choir and orchestra, as well as playing a wide range of the organ
repertory.

MATTHEW J. MOORE AND ROSE MARY SU

USA Meetings Calendar
Listed below is a summary of meetings related to acoustics to be held

in the U.S. in the near future. The month/year notation refers to the issue in
which a complete meeting announcement appeared.

2004
24–28 May 75th Anniversary Meeting~147th Meeting! of the

Acoustical Society of America, New York, NY@Acous-
tical Society of America, Suite 1NO1, 2 Huntington
Quadrangle, Melville, NY 11747-4502; Tel.: 516-576-
2360; Fax: 516-576-2377; E-mail: asa@aip.org;
WWW: http://asa.aip.org#.

12–14 July Noise-Con 2004, Baltimore, MD@Institute of Noise
Control Engineering of the USA, Inc., INCE/USA Busi-
ness Office, 212 Marston Hall, Iowa State Univ., Ames,
IA 50011-2153; Tel.: 515-294-6142; Fax: 515-294-
3528; E-mail: ibo@inceusa.org; WWW: http://
www.inceusa.org/NoiseCon04call.pdf#

3–7 Aug. 8th International Conference of Music Perception and
Cognition, Evanston, IL@School of Music, Northwest-
ern Univ., Evanston, IL 60201; WWW:
www.icmpc.org/conferences.html#.

20–24 Sept. ACTIVE 2004—The 2004 International Symposium on
Active Control of Sound and Vibration, Williamsburg,
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VA @INCE Business Office, Iowa State Univ., 212 Mar-
ston Hall, IA 50011-2153; Fax: 515-294-3528;
E-mail:ibo@ince.org; WWW: inceusa.org#

15–19 Nov. 148th Meeting of the Acoustical Society of America,
San Diego, CA@Acoustical Society of America, Suite
1NO1, 2 Huntington Quadrangle, Melville, NY 11747-
4502; Tel.: 516-576-2360; Fax: 516-576-2377; E-mail:
asa@aip.org; WWW: http://asa.aip.org#.

Cumulative Indexes to the Journal of the
Acoustical Society of America

Ordering information: Orders must be paid by check or money order in
U.S. funds drawn on a U.S. bank or by Mastercard, Visa, or American
Express credit cards. Send orders to Circulation and Fulfillment Division,
American Institute of Physics, Suite 1NO1, 2 Huntington Quadrangle,
Melville, NY 11747-4502; Tel.: 516-576-2270. Non-U.S. orders add $11 per
index.

Some indexes are out of print as noted below.
Volumes 1–10, 1929–1938: JASA and Contemporary Literature, 1937–
1939. Classified by subject and indexed by author. Pp. 131. Price: ASA
members $5; Nonmembers $10.
Volumes 11–20, 1939–1948: JASA, Contemporary Literature, and Patents.
Classified by subject and indexed by author and inventor. Pp. 395. Out of
Print.
Volumes 21–30, 1949–1958: JASA, Contemporary Literature, and Patents.
Classified by subject and indexed by author and inventor. Pp. 952. Price:

ASA members $20; Nonmembers $75.
Volumes 31–35, 1959–1963: JASA, Contemporary Literature, and Patents.
Classified by subject and indexed by author and inventor. Pp. 1140. Price:
ASA members $20; Nonmembers $90.
Volumes 36–44, 1964–1968: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 485. Out of Print.
Volumes 36–44, 1964–1968: Contemporary Literature. Classified by sub-
ject and indexed by author. Pp. 1060. Out of Print.
Volumes 45–54, 1969–1973: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 540. Price: $20~paperbound!; ASA
members $25~clothbound!; Nonmembers $60~clothbound!.
Volumes 55–64, 1974–1978: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 816. Price: $20~paperbound!; ASA
members $25~clothbound!; Nonmembers $60~clothbound!.
Volumes 65–74, 1979–1983: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 624. Price: ASA members $25~paper-
bound!; Nonmembers $75~clothbound!.
Volumes 75–84, 1984–1988: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 625. Price: ASA members $30~paper-
bound!; Nonmembers $80~clothbound!.
Volumes 85–94, 1989–1993: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 736. Price: ASA members $30~paper-
bound!; Nonmembers $80~clothbound!.
Volumes 95–104, 1994–1998: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 632. Price: ASA members $40~paper-
bound!; Nonmembers $90~clothbound!.
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BOOK REVIEWS

P. L. Marston
Physics Department, Washington State University, Pullman, Washington 99164

These reviews of books and other forms of information express the opinions of the individual reviewers
and are not necessarily endorsed by the Editorial Board of this Journal.

Editorial Policy: If there is a negative review, the author of the book will be given a chance to respond to
the review in this section of the Journal and the reviewer will be allowed to respond to the author’s
comments. [See ‘‘Book Reviews Editor’s Note,’’ J. Acoust. Soc. Am. 81, 1651 (May 1987).]

Random Vibration, Vol. 3 of Mechanical
Vibration & Shock

Christian Lalanne

Taylor & Francis, New York, 2002.
xvii1346 pp. Price: $150 hardcover ISBN: 1560329882.

Christian Lalanne’s third volume in theMechanical Vibration and
Shockseries delivers the same accumulation of practical experience appar-
ent in the other four volumes, some of which have been reviewed here.
Lalanne has successfully catalogued a career in research and engineering,
providing the academic or the engineer with an indexed resource of analysis
and decision-making tools, most with complete theoretical development.

Random Vibrationcovers a breadth of methods for analysis, modeling,
and probabilistic interpretation of random vibration signals. Chapter 1 out-
lines methods of statistical modeling and study of random vibration. Perti-
nent terms and basic methods are mathematically defined, including corre-
lation, covariance, and ergodicity. The flowchart of analysis approaches and
the table of statistical definitions are both valuable references.

Chapter 2 introduces the study of random vibration in the frequency
domain. Power spectral density is derived and explained in detail. Lalanne
explicitly defines coherence and provides significant insight on the applica-
tion and understanding of frequency response analysis. Chapter 3 continues
in the frequency domain, defining root-mean-square values of random vi-
bration using power spectral density with several pertinent example cases.
Chapter 4 concludes the frequency-domain approach with more advanced
topics in windowing methods for discrete Fourier transforms and fast Fou-
rier transforms, along with associated errors and confidence intervals. La-
lanne provides further guidance with detailed discussions of overlapping
methods, bandwidth filters, and direction for using these tools to minimize
statistical errors in practical cases.

Chapter 5 introduces methods for random vibration analysis in the
time domain, including statistical properties of instantaneous values, deriva-
tives, correlation, and moments of the power spectral density. Several cases
for varying dimensional scales are provided. Chapter 6 extends this analysis
to probability densities of vibration maxima. Extensive practical examples
in fatigue analysis are provided. This chapter also explains irregularity fac-
tors and other tools for predicting frequency and severity of peak vibrations.
Chapter 7 concludes the main text with statistics of extreme values. Prob-
ability density of highest values and asymptotic laws are explained. Lalanne
provides a wealth of advice for selection of appropriate statistical analysis
measures, particularly in the calculation of fatigue damage without direct
peak counting. Finally, a 40-page Appendix thoroughly presents, in context,
the laws of probability, octave analysis, spectrum conversion to power spec-
tral density, and other appropriate mathematical functions. The book con-
tains a vast bibliography and a short but useful index.

Though some minor typographical errors, relatively poor figure qual-
ity, and weak diction may detract from the overall experience of the reader,
this text will be a valuable resource of practical knowledge for the vibration
analyst.

JONATHAN D. KEMP
Acentech, Incorporated
33 Moulton Street
Cambridge, Massachusetts 02138-0118

Formulas of Acoustics

F. P. Mechel „Editor …

Springer, New York, 2002

1175 pp. Price: $199.00 (hardcover) ISBN: 3540425489.

This lengthy book clearly represents a considerable labor by its editor,
Professor Dr. Fridolin P. Mechel, who has contributed the vast majority of
the material in the book. He is joined by a number of distinguished con-
tributors for some chapters. The aim of the book, as its title suggests, is to
present formulas found in classical acoustics problems. As noted by the
editor, it is not intended as a textbook, and complete derivations of the
formulas are rarely given. However, the ‘‘source’’ of the result is provided
for the interested reader. This review cannot attempt to summarize all the
material covered in this book; instead, a few examples are provided and
some comments are given on how the book could prove useful to both
scientists and engineers engaged in problems in acoustics.

Following an introductory section on notation and conventions, there
are 18 chapters covering topics from: linear to nonlinear acoustics; sound
reflection and scattering; sound radiation, transmission and absorption; duct
acoustics and mufflers; capsules, cabins and room acoustics; and flow acous-
tics. Numerical and variational methods in acoustics are also considered, as
are elasto-dynamics and ultrasound absorption in solids.

Each section is self-contained, with its own set of references. In addi-
tion, the index is also divided by chapter titles, making for relatively easy
searching if the reader knows something of the context of their interest.
However, though the editor has taken some care to cross-reference the dif-
ferent chapters to avoid repetition, some of the supporting material from
other chapters that would be useful to the reader is unreferenced. An ex-
ample is the use of Mathieu functions in the chapter on acoustic scattering.
Some useful material on these functions is contained in the preceding chap-
ter on the reflection of sound, but it is left to the reader to track this down.

To give some sense of the material covered by the book, two chapters
are discussed here in more detail. The chapter on acoustic scattering begins
with definitions of the incident, scattered, and interior fields, including the
plane-wave expansions in terms of Bessel functions. The surface boundary
conditions for matching of pressure and radial particle velocity are also
given. Definitions of scattering, absorption, extinction, and backscattering
cross sections are then provided. General formulas for plane-wave scattering
from cylinders and spheres are then tabulated. Some numerical examples
and figures are then shown to provide the reader with a sense of the quan-
tities and relations given in the tables. This is followed by scattering prob-
lems from more complex geometry bodies such as corners surrounded by a
cylinder and various screens and dams. Scattering in random media is then
covered and this is followed by formulas for scattering by deformable ob-
jects and absorbing bodies. Though this brief chapter review is not compre-
hensive, it hopefully gives some idea of the breadth of coverage within a
given topic. Each subtopic contains a short introduction with definitions.
This is followed by solutions for the different configurations, sometimes in
the form of tables. The model problems solved in this section, as well as in
other sections of the book, offer a wealth of benchmark problems for com-
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putational acoustics. They include some problems with complex geometries
and mixed boundary conditions, including both reflecting as well as absorb-
ing surfaces.

The difficult topic of flow acoustics is tackled in another chapter. This
topic differs from most of the others in that it deals with sound radiation
from unsteady fluid motion. Since this motion is usually turbulent, no
closed-form predictions are available. However, perhaps in the spirit of the
book, this chapter does provide a comprehensive survey of the various for-
mulations that have been developed in the study of aerodynamic noise. The
relevant forms of the equations of motion and their simplifications for dif-
ferent applications are provided. The acoustic analogy in several forms is
given. These include Lighthill’s original formulation, extensions for the
presence of solid boundaries, and extensions to account for mean-flow
acoustic interaction effects. In the presentation of Lighthill’s acoustic anal-
ogy, no attempt is made to address the nature of the equivalent source: that
is, it is based on instantaneous fluctuations in density and velocity rather
than fluctuations in these values. Of course, this difficulty is overcome with
the introduction of the Lilley equation and Ribner’s reformulation of Light-
hill’s analogy: but, these finer points are not represented by the formulas or
equations alone. No attempt is made to provide the range of applicability or
limitations of the various formulations.

One measure of the value of a book of this type is the ease with which
the reader can find formulas on a given topic. As a test I chose two prob-
lems: the radiation of sound from a tube termination~given by Morse and
Feshbach, Sec. 11.3!, and the reflection of sound from a point monopole
above a locally reacting plane. The latter problem is a useful case for com-
putational acoustics to test numerical accuracy in either time- or frequency-

domain calculations. I had no problem finding both exact and approximate
solutions to this problem in the chapter on the reflection of sound. However,
I could find no reference to the former problem, even though I scanned the
sections on sound radiation and duct acoustics.

It is hard to find too much fault with this book, given the considerable
effort clearly expended by the authors, especially the editor. However, in an
attempt to be as comprehensive as possible, some sections are weaker than
others. For example, the nonlinear acoustics section is very brief and with-
out references. It also contains no discussion of acoustic streaming. Also, in
some cases, particularly in the flow acoustics section, the statement of the
flow equations in their various forms alone obscures some important issues
in aerodynamic noise modeling. A short introduction to this section, noting
that the provision of an equation is far from the provision of a prediction,
would have been helpful. However, this a minor point and doesn’t apply to
the book as a whole, where the problems are well posed and the solutions
exact. Overall, this is a valuable and helpful book. I expect that it will find
its way onto many researchers’ bookshelves next to other oft-referenced
works such as Abramowitz and Stegun, Gradshteyn and Ryzhik, and, of
course, Morse and Feshbach.

PHILIP J. MORRIS
Penn State University
Department of Aerospace Engineering
University Park, Pennsylvania 16802-1401
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OBITUARIES

Govindappa Krishnappa • 1936–2003

Dr. Krishnappa, who was known
as Krish to his colleagues and who was
a Fellow of this Society, died on 18
September 2003 in Ottawa, Canada.
He was born in India in 1936, and he
attended the University of Mysore
from 1954 to 1958, where he received
a bachelor’s degree in engineering. Af-
ter a brief period of employment with
the Mysore Public Works, he attended
the Indian Institute of Science~from
1961 to 1963! and obtained the Master
of Science degree. He subsequently
undertook advanced graduate work in
mechanical engineering at the Univer-
sity of Waterloo in Canada, where he

received a Ph.D. in 1967.
After completion of his doctoral work, Dr. Krishnappa joined the Di-

vision of Mechanical Engineering of the National Research Council~NRC!
in Ottawa. This was a long and distinuished association which led to many
significant accomplishments in acoustics. His early research at NRC was
applied to gas turbine noise, jet noise, turbomachinery noise, and vibration
control. Later he became involved with research issues in sound intensity
measurements, in the determination of sound power from noise sources, and
in the monitoring of the condition of machinery. His work at NRC was well
regarded, and he was promoted to Senior Research Officer in 1981. Then, in
1994, he was promoted to the position of Principal Research Officer, this
being the highest scientific rank at NRC. In subsequent years he was asso-
ciated with the NRC’s Manufacturing Technology Institute in Vancouver,
from which he retired in 1999 after 31.5 years of service with the NRC.

After his formal retirement, he continued in his professional activities and
was associated with the Institute for Aerospace Research~IAR! in Ottawa as
a Guest Worker. At the invitation of the NRC, which had a new project that
needed Dr. Krishnappa’s unique expertise, he left his retirement in 2001 to
manage this project.

Over his years at NRC, Krish was influential in helping his younger
colleagues, and he was widely regarded as a good mentor. He was active in
collegial activities at NRC; his activities in this regard included a long
service as Secretary of the NRC Associate Committee on Noise from 1980
to 1989.

Dr. Krishnappa joined the ASA in 1975 and was awarded the honor of
being elected a Fellow in 1984. He served as a member of the ASA Noise
Technical Committee from 1987 to 1993. He was chairman of the Acoustical
Society’s working group that developed the standard for sound intensity
measurement.@The working group carried the designation S1-WG12, and
the standard that was developed was the American National Standard ANSI
S1.9-1996~R 2001!.# He was also active in other professional societies, and
was recognized by the USA’s branch of the Institute of Noise Control En-
gineering with the title of Distinguished International Member. He was also
a member of the Canadian Acoustical Association and of the International
Institute of Acoustics and Vibration~IIAV !, and he was Chairman of the
latter organization’s Awards, Honors, and Membership Committee. His ac-
tivities in the development of standards were extensive, and he had a long
association with the International Standards Organization~ISO! that dated
back to 1984, and he was on many occasions the Head of the Canadian
Delegation to international standards meetings.

Dr. Krishnappa is survived by his wife, Nimmi, his son, Ninni Krish-
nappa, and his daughter, Chitty Berger.

GEORGE S. K. WONG
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REVIEWS OF ACOUSTICAL PATENTS
Lloyd Rice
11222 Flatiron Drive, Lafayette, Colorado 80026

The purpose of these acoustical patent reviews is to provide enough information for a Journal reader to
decide whether to seek more information from the patent itself. Any opinions expressed here are those of
reviewers as individuals and are not legal opinions. Printed copies of United States Patents may be
ordered at $3.00 each from the Commissioner of Patents and Trademarks, Washington, DC 20231.
Patents are available via the Internet at http://www.uspto.gov.

Reviewers for this issue:

GEORGE L. AUGSPURGER, Perception, Incorporated, Box 39536, Los Angeles, California 90039
MARK KAHRS, Department of Electrical Engineering, University of Pittsburgh, Pittsburgh, Pennsylvania 15261
HASSAN NAMARVAR, Department of BioMed Engineering, University of Southern California, Los Angeles, California 90089
DAVID PREVES, Starkey Laboratories, 6600 Washington Ave. S., Eden Prarie, Minnesota 55344
DANIEL R. RAICHEL, 2727 Moore Lane, Fort Collins, Colorado 80526
CARL J. ROSENBERG, Acentech Incorporated, 33 Moulton Street, Cambridge, Massachusetts 02138
WILLIAM THOMPSON, JR., Pennsylvania State University, University Park, Pennsylvania 16802
ERIC E. UNGAR, Acentech, Incorporated, 33 Moulton Street, Cambridge, Massachusetts 02138
ROBERT C. WAAG, Univ. of Rochester, Department of Electrical and Computer Engineering, Rochester, New York 14627

6,617,765

43.30.Yj UNDERWATER BROADBAND ACOUSTIC
TRANSDUCER

Yves Lagier et al., assignors to Thales Underwater Systems S.A.S.
9 September 2003„Class 310Õ330…; filed in France 22 October 1999

An underwater transducer comprises a single plate of piezoceramic
101bonded to the underside of the bottom of a free-flooding cuplike vessel
105 which is welded along its periphery at109 to a housing assembly that
also creates air cavity108at the other face of the piezoceramic. The plate of
piezoceramic and the base of the vessel107comprise a bender~a unimorph!
whose vibrations excite the entrained column of water. Two distinct reso-
nances are observed, that of the bender plus a quarter-wavelength resonance

associated with the column of water. Assuming these two resonances are in
reasonably close frequency juxtaposition, a broad bandwidth transmitting
response is realized. The thickness of the base of the vessel107 is not

constant so as to mitigate deflection of the piezoceramic under the hydro-
static load. The cavity of the vessel can also be partially filled with material
in an attempt to further modify the transmitting response characteristics. In
an alternate embodiment, two such units are mounted back-to-back and
driven so as to produce a dipole radiation pattern.—WT

6,614,724

43.30.Yj HYDROPHONE ARRAY WITH
INDIVIDUALLY SWITCHABLE HYDROPHONE
SENSORS

William H. Behrens and Jim Nash, assignors to InputÕOutput,
Incorporated

2 September 2003„Class 367Õ154…; filed 8 November 2001

Hydrophone streamers often have pressure sensitive disabling switches
wired in parallel with the several hydrophones in the streamer. These
switches close at a preselected depth in the ocean thus shorting out all the
hydrophones that are wired in parallel with that switch. Premature failure of
the switch can thus disable the whole set of hydrophones. In the present
patent, pressure sensitive switches that open, instead, at a preselected depth
are wired in series with each hydrophone with the result that a switch failure
only disables a single hydrophone.—WT

6,628,451

43.35.Sx ACOUSTO-OPTIC REFLECTION-ACTIVE
IMAGING

Jaswinder S. Sandhu, Buffalo Grove and Honghui Wang, Palatine,
both of Illinois

30 September 2003„Class 359Õ285…; filed 14 February 2002

Advantage is taken of the fact that acousto-optic reflection-active me-
dia have an optical reflectivity that varies with changes in the interacting
acoustic energy intensity. This fact helps to form images of the detectable
defects in samples because defects reflect acoustic energy differently from
known acoustically reflecting parts of the samples.—DRR
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6,636,201

43.35.Ty ACOUSTIC TOUCHSCREEN HAVING
WAVEGUIDED REFLECTOR ARRAYS

Paulo Irulegui Gomeset al., assignors to ELO TouchSystems,
Incorporated

21 October 2003„Class 345Õ173…; filed 26 May 2000

This acoustic touchscreen contains transmitting transducers for gener-
ating acoustic signals that are deflected across a touch-sensitive area by an
array of partially acoustically reflective elements. A touch on the touch-
sensitive area causes a perturbation in the acoustic signals. After traversing
the touch-sensitive area, these acoustic signals are redirected by another
array of partially acoustically reflective elements toward receiving transduc-
ers, where the signals~and, thus, any perturbations! are sensed. In order to
accommodate touchscreens having narrow border regions, the acoustic sig-
nals are propagated across the border regions through wave guides. The
wave guides confine the acoustic signals to traveling along a narrow path,
but yet allow them to be deflected across the touch-sensitive area. This
allows transducers and reflective elements to be of narrower construction
and to fit within narrow border regions.—DRR

6,626,837

43.35.Wa ULTRASONOGRAPH

Hiroyuki Muramatsu et al., assignors to Seiko Instruments
Incorporated

30 September 2003„Class 600Õ459…; filed in Japan 27 November
2000

One embodiment of this device involves a sensor portion incorporating
an ultrasound generator for sending signals to a body region to be diagnosed
and an ultrasound-receiving unit to accept waves reflected from the diag-
nosed region. A support unit holds the sensor portion from its back side

relative to the diagnosed region and an information acquisition unit obtains
information based on the reflected waves received by the ultrasound-
receiving unit. An ultrasound attenuator may be interposed between the
sensor portion and the support unit.—DRR

6,633,774

43.35.Wa THERMOACOUSTIC TISSUE SCANNER

Robert A. Kruger, assignor to Optosonics, Incorporated
14 October 2003„Class 600Õ407…; filed 15 November 2002

This thermoacoustic scanner is based on the fact that imaging proper-
ties of tissues depend on differential absorption of electromagnetic waves in
differing tissue types. The thermoacoustic imaging system includes an elec-
tromagnetic radiation source for irradiating tissue to evoke a thermoacoustic

response and an acoustic sensor array, to which the response is acoustically
coupled. The array consists of sensors arranged on a surface which swivels
about an axis to position the sensors into any number of positions for de-
tecting thermoacoustic response. The source of electromagnetic waves for
irradiating the tissue is a set of sources arranged about the tissue and pro-
ducing synchronized electromagnetic radiation in varying polarizations or
phases.—DRR

6,612,991

43.35.Yb VIDEO-ASSISTANCE FOR ULTRASOUND
GUIDED NEEDLE BIOPSY

Frank Sauer and Ali Khamene, assignors to Siemens Corporate
Research, Incorporated

2 September 2003„Class 600Õ461…; filed 16 August 2002

This patent describes a system to assist in performing a biopsy of a
patient using an ultrasound-guided needle. A transducer lead is used to ob-
tain an ultrasound image of the patient in an ultrasound imaging plane. A
video camera mounted on the transducer is held in such a manner that the
ultrasound imaging plane corresponds to a line in the video image. A body
surface video image of the patient is obtained in the area in which the
ultrasound imaging plane surface intersects the body surface. Graphic mark-
ers overlayed onto the video image help to indicate the ultrasound imaging
plane as a line of possible entry points for the needle biopsy.—DRR

6,612,992

43.35.Yb MEDICAL DIAGNOSTIC ULTRASOUND
CATHETER AND METHOD FOR POSITION
DETERMINATION

John A. Hossacket al., assignors to Acuson Corporation
2 September 2003„Class 600Õ467…; filed 2 March 2000

This patent relates to a method for determining the position of a cath-
eter within the cardiovascular system. Local bending and twisting are mea-
sured at multiple locations along the catheter. By integrating the measure-
ments, the position and orientation of the catheter are established. The

location and orientation of an ultrasonic transducer array connected to the
catheter are based on the catheter position information. Information on the
imaging array position and orientation can help a physician to determine the
tissue structure or fluid being scanned and/or assist in the precise generation
of three-dimensional representations.—DRR
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6,613,005

43.35.Yb SYSTEMS AND METHODS FOR
STEERING A FOCUSED ULTRASOUND ARRAY

Zvi Friedman and Dov Maor, assignors to InSightec–TxSonics,
Limited

2 September 2003„Class 601Õ2…; filed 28 November 2000

This is another method of providing focused ultrasound in which a
mechanical controller is coupled to a transducer array consisting of subar-
rays, each subarray of transducer elements defining an acoustic emission
surface. The subarrays include actuators for adjusting the orientation of the
acoustic emission surfaces to facilitate steering of the acoustic energy emit-
ted by these transducer elements toward a target tissue region. Drive cir-
cuitry drives the transducer elements so as to emit sufficient acoustic energy
from their respective emission surfaces to ablate the target region~such as a
tumor!.—DRR

6,616,611

43.35.Yb DOPPLER ULTRASOUND METHOD AND
APPARATUS FOR MONITORING BLOOD
FLOW

Mark A. Moehring, assignor to Spentech, Incorporated
9 September 2003„Class 600Õ454…; filed 16 June 2000

This patent relates to a pulse Doppler ultrasound system and associated
methods for monitoring blood flow. A graphic information display simulta-
neously presents depth-mode and spectrogram displays. The depth-mode
display indicates the various positions along the ultrasound beam axis at
which the blood flow is discerned. These positions are represented as one or
more colored regions, with each color indicating the direction of the blood
flow and varying in intensity as a function of detected Doppler ultrasound
signal amplitude or detected blood flow velocity. The depth-mode display
also provides a pointer whose position may be selected by the operator. A
spectrogram is displayed corresponding to the location identified by the
pointer. Embolus detection and characterization are also included.—DRR

6,629,929

43.35.Yb METHOD AND APPARATUS FOR
AUTOMATICALLY SETTING THE TRANSMIT
APERTURE AND APODIZATION OF AN
ULTRASOUND TRANSDUCER ARRAY

James Jago and David Rust, assignors to Koninklijke Philips
Electronics N.V.

7 October 2003„Class 600Õ447…; filed 8 November 2002

The object of this device is to provide adaptive control of the focal
zone or focal zones of an ultrasonic transducer array in response to user
input defining a range of interest. The depth range for each focal zone and
the transmit apodization are automatically defined. A system controller sets
a focus zone on the point of interest and adjusts the aperture and apodization
for the range of interest. If the range of interest can not be covered by one
focal zone, additional focal zones are added.—DRR

6,632,178

43.35.Yb FABRICATION OF CAPACITIVE
MICROMACHINED ULTRASONIC TRANSDUCERS
BY MICRO-STEREOLITHOGRAPHY

John Douglas Fraser, assignor to Koninklijke Philips Electronics
N.V.

14 October 2003„Class 600Õ459…; filed 27 October 2000

Recent developments have led to the prospect that medical ultrasound
transducers can be manufactured by the same processes used to make semi-
conductors. These developments have produced capacitive micro-machined

ultrasonic transducers or cMUTs. Such transducers are tiny diaphragmlike
devices with electrodes that convert the sound vibration of a received ultra-
sound signal into a modulated capacitance. For transmission, the capacitive
charge is modulated to vibrate the diaphragm of the device to transmit a
sound wave. Because they are manufactured by semi-conductor processes,
these devices have dimensions in the 10–200 micron range. Also, many
such devices can be grouped together and operated in unison as a single
transducer element. The cMUT cells can be fabricated by conventional
semiconductor processes to be integrated with ancillary transducer circuitry
such as a bias charge regulator. The cMUT cells can also be fabricated by
micro-lithography wherein the cells can be formed using a variety of poly-
mers and other materials.—DRR

6,632,179

43.35.Yb ACOUSTIC IMAGING SYSTEM WITH NON-
FOCUSING LENS

Martha Grewe Wilson and Wojtek Sudol, assignors to
Koninklijke Philips Electronics N.V.

14 October 2003„Class 600Õ460…; filed 31 July 2001

In a preferred embodiment, this acoustic imaging system includes a
transducer lens configured to mate with a transducer body. The transducer
lens is formed, at least partially, from an acoustic matching material that
manifests acoustic properties corresponding to the acoustic properties of a
body to be imaged. In this configuration, acoustic energy emitted from the
transducer into the body can be substantially nonfocusing until modified by
electronic focusing techniques.—DRR

6,609,609

43.35.Zc OBJECT LEVITATING APPARATUS AND
METHOD FOR CONTROLLING THE SAME

Masaki Takasan et al., assignors to Kabushiki Kaisha Toyota
Jidoshokki

26 August 2003„Class 198Õ630…; filed in Japan 20 September 2000

An object in the shape of a small rectangular plate is levitated via air
pressure generated by sound waves produced by a series of transducers.
Each transducer is actuated by an oscillator, and each oscillator is controlled
in accordance with the transducer’s measured impedance, which depends on
the location and proximity of the levitated object relative to the
transducer.—EEU

6,612,156

43.35.Zc ACOUSTIC MIXING AND MEASUREMENT
SYSTEM AND METHOD

Mustafa Hakimuddin, assignor to Halliburton Energy Services,
Incorporated

2 September 2003„Class 73Õ61.75…; filed 25 October 2001

This system, intended primarily for the analysis of drilling fluid, con-
sists of a sample cell that includes two ultrasonic devices. One of these is
intended to promote mixing of the liquid and solid elements, the other func-
tions to measure the mixture’s acoustic properties, such as its sound
speed.—EEU
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6,629,928

43.38.Hz MODULAR TRANSDUCER CONNECTION
SYSTEM

David P. Dolan and Richard H. Jundanian, assignors to
Koninklijke Philips Electronics N.V.

7 October 2003„Class 600Õ437…; filed 8 November 2002

This is a system for accommodating multiple interchangeable trans-
ducer connector modules~TCMs!. Each TCM contains an ultrasound con-
nector, a switching circuit, a pluggable interface, and an ultrasound control
unit. The ultrasound control unit itself contains a number of bays, each of
which allows a TCM to be plugged into the distribution bus of the ultra-
sound control unit. A system controller selects a combination of TCMs and
activates the switching circuit of the selected TCMs.—DRR

6,607,051

43.38.Ja YOKE STRUCTURE OF A SPEAKER
DIAPHRAGM

Jack Peng, assignor to Meiloon Industrial Company, Limited
19 August 2003„Class 181Õ171…; filed 6 October 2000

The accordian edge speaker suspension was patented by Olsonet al. in

1949. In this version, a double bellows20 provides additional stability and
ease of assembly.—GLA

6,611,606

43.38.Ja COMPACT HIGH PERFORMANCE
SPEAKER

Godehard A. Guenther, San Francisco, California
26 August 2003„Class 381Õ421…; filed 27 June 2001

In the loudspeaker shown, the magnetic circuit consists of two con-
ventional ring magnets1 and2 plus metal plates3, 4, and5. This arrange-

ment is said to concentrate magnetic flux more efficiently than conventional
designs.—GLA

6,611,604

43.38.Ja ULTRA LOW FREQUENCY TRANSDUCER
AND LOUD SPEAKER COMPRISING SAME

Steven M. Irby and William O. Doering, assignors to Stillwater
Designs & Audio, Incorporated

26 August 2003„Class 381Õ398…; filed 5 July 2000

Almost all electrodynamic loudspeakers use round coils to drive round
cones, however commercial speakers have been designed with square cones
driven by square coils. Obviously, opportunities exist for enterprising inven-

tors to design round cones driven by square coils and square cones driven
by round coils. The latter option has now been covered by this short patent
that consists mostly of four illustrations and 70 claims.—GLA

6,621,909

43.38.Ja HORN LOUDSPEAKER AND
LOUDSPEAKER SYSTEMS

William Webb et al., assignors to Martin Audio Limited
16 September 2003„Class 381Õ342…; filed in the United Kindgom

28 November 1997

The invention is an active horn mouth. If loudspeakers32 are mounted
at suitable locations around the bell of a conventional horn22, their outputs
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can be combined with that from the main driver 24 to modify the far-field
coverage pattern. Although not shown in the diagram, the signal to the main
driver may also be filtered.—GLA

6,618,488

43.38.JA SPEAKER SYSTEM

Takeshi Nakamura, assignor to Murata Manufacturing Company,
Limited

9 September 2003„Class 381Õ349…; filed in Japan 28 December
1999

In this loudspeaker design, vent duct16 is located directly behind
speaker14. A second duct20 partially overlaps the vent duct. The arrange-
ment is said to allow the use of a shorter vent duct for a given resonance

frequency. If the geometry is unwrapped, it can be seen that instead of
driving the air chamber directly, the rear of the loudspeaker drives a rela-
tively long stepped vent at roughly one-third its length. Novel and
interesting.—GLA

6,621,911

43.38.Ja MULTIFUNCTION ACOUSTIC DEVICE

Takashi Kobayashi and Akira Nikaido, assignors to Citizen
Electronics Company, Limited

16 September 2003„Class 381Õ396…; filed in Japan 19 December
2000

This beeper/vibrator includes a diaphragm14 driven by voice coil15
for sound reproduction. To minimize interaction with the sound transducer, a

separate rotary motor24, 25, 26, 27 is used to supply the vibrator
function.—GLA

6,611,196

43.38.Md SYSTEM AND METHOD FOR PROVIDING
AUDIO AUGMENTATION OF A PHYSICAL
ENVIRONMENT

Elizabeth D. Mynatt et al., assignors to Xerox Corporation
26 August 2003„Class 340Õ5.8…; filed 20 March 1998

For those corporations seeking to provide employees with a ‘‘...pal-
pable sense of their work group’s activity,’’ Xerox has the answer. Everyone
wears a wireless earphone that transmits information about its wearer’s lo-
cation to a central computer which responds with an appropriate informa-
tional soundscape. A secretary approaching his or her office may hear sea
gull calls indicating a medium volume of E-mail, along with a ship whistle,
indicating E-mail from the boss. I am not making this up.—GLA

6,614,365

43.38.Md CODING DEVICE AND METHOD,
DECODING DEVICE AND METHOD, AND
RECORDING MEDIUM

Shiro Suzuki et al., assignors to Sony Corporation
2 September 2003„Class 341Õ50…; filed in Japan 14 December 2000

The patent is concerned with low-bit-rate encoding of audio signals
using known MS or IS stereo coding formats. In prior art systems, the
selection of MS, IS, or dual coding is dynamically performed for optimum
efficiency, but only after the two coding processes are actually performed.
Moreover, sound quality variations with time can be appreciable. The patent

describes a new method in considerable detail. An adaptive mixing section
mixes filter bank outputs based on distortion information and controls the
operation time of MS or IS coding as selected by a separate coding control
section. ‘‘Coding is made possible with higher efficiency while the listener
is prevented from feeling a sense of incongruity.’’—GLA

6,614,729

43.38.Md SYSTEM AND METHOD OF CREATING
DIGITAL RECORDINGS OF LIVE
PERFORMANCES

David D. Griner, Austin Texas and James C. Griner, Woodinville,
Washington

2 September 2003„Class 369Õ1…; filed 26 September 2001

This patent seems to argue that having different stages of capturing,
editing, and recording live music is new and novel. Since this was filed in
2001, it’s hard to see how this got through the patent office so fast. As
expected, the disclosure of prior art~one reference! is under-
whelming.—MK
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6,619,594

43.38.Md CONTROL, SOUND, AND OPERATING
SYSTEM FOR MODEL TRAINS

Michael Paul Wolf et al., assignors to Mike’s Train House,
Incorporated

16 September 2003„Class 246Õ187 A…; filed 9 September 2002

In the interest of increasingly realistic model train operation, comput-
ers have been introduced to control the locomotive speed and track switch-
ing. Now, by using the track as a transmission medium for encoded com-
mands, the locomotive can offer new capabilities including emitting new
sounds depending on engine speed.—MK

6,621,768

43.38.Md COMPACT DISC RECORDER

Peter J. Keller and Michael J. Kelley, assignors to Advanced
Audio Devices, LLC

16 September 2003„Class 369Õ30.05…; filed 17 August 2000

Filed in 2000, this patent describes a Compact Disk~audio! recorder. It
is pointed out that editing is possible if the tracks are stored in memory first.
There is absolutely nothing that was not obvious to those ‘‘skilled in the
art.’’ It doesn’t help that all the prior art was supplied by the examiner.—MK

6,626,704

43.38.Ne ACOUSTIC ADAPTER DEVICE

Daniel Pikel, West Chicago, Illinois
30 September 2003„Class 439Õ638…; filed 25 April 2002

The device constitutes an adaptor for connecting an integrated micro-
phone plus another device~e.g., a second microphone! to the line input of a
laptop computer. The device consists of a body17 that incorporates a stan-

dard 3.5-mm stereo male connector18 with an integral microphone20 and
a 3.5-mm stereo female connector input22. This combination allows the

user to plug the adaptor into the line input of a laptop computer and also to
connect another device through the female connector22.—DRR

6,608,903

43.38.Vk SOUND FIELD REPRODUCING METHOD
AND APPARATUS FOR THE SAME

Hideo Miyazaki and Yasushi Shimizu, assignors to Yamaha
Corporation

19 August 2003„Class 381Õ17…; filed in Japan 17 August 1999

A number of inventors have played with the idea of surrounding a
performance space with an array of microphones and then reproducing the
signals through a corresponding array of loudspeakers. Yamaha has refined

the concept by including impulse responses. ‘‘The pickup signals are respec-
tively subjected to a convolution operation with impulse responses which
are obtained for each of the sound source element regions in corresponding
directions.’’—GLA

6,611,603

43.38.Vk STEERING OF MONAURAL SOURCES OF
SOUND USING HEAD RELATED TRANSFER
FUNCTIONS

John Norris and Timo Kissel, assignors to Harman International
Industries, Incorporated

26 August 2003„Class 381Õ309…; filed 19 August 1999

The patent provides a succinct description of the invention: ‘‘...an ef-
ficient system whereby any number of monaural sound sources can be
steered in real time to any desired spatial locations. The system incorporates

compensation of the loudspeaker feed signals to cancel crosstalk, and a new
technique for interpolation between measured HRTFs for known sound
source locations in order to generate appropriate HRTFs for sound sources
in intermediate locations.’’—GLA

6,614,910

43.38.Vk STEREO SOUND EXPANDER

Richard David Clemow and Alastair Sibbald, assignors to Central
Research Laboratories Limited

2 September 2003„Class 381Õ1…; filed in the United Kingdom 1
November 1996

According to the patent abstract, ‘‘By not modifying a Head Related
Transfer Function~HRTF! for one signal and equalizing the HRTF for the
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other signal, a flattened frequency response is produced with no tonal
changes, but with a high degree of spatial accuracy.’’ The patent is short,
interesting, and easy to understand.—GLA

6,615,143

43.38.Vk METHOD AND APPARATUS FOR
RECONSTRUCTING AND ACOUSTIC FIELD

Sean F. Wu, assignor to Wayne State University
2 September 2003„Class 702Õ39…; filed 1 March 2001

Suppose we want to identify and analyze individual sources contrib-
uting to the overall noise from automobile engine30. Known prior art in-
cludes several methods that can be used to analyze vibrating surfaces in
three dimensions, but they all suffer from various practical drawbacks. The

patent discloses a new algorithm, ‘‘CRAFT,’’ that can be used to reconstruct
acoustic radiation from a plurality of sources or from a single source sur-
rounded by reflecting surfaces. It does not require prior knowledge of source
geometry or dimensions.—GLA

6,621,906

43.38.Vk SOUND FIELD GENERATION SYSTEM

Hiromi Fukuchi and Yoshiki Ohta, assignors to Pioneer
Corporation

16 September 2003„Class 381Õ17…; filed in Japan 28 April 2000

Japanese inventors love to simulate concert hall acoustics in home and
automotive playback systems. The method described here includes measur-
ing the interaural correlation coefficient of a listener in a given concert hall
and then generating a target sound field during reproduction that matches the
spatial impression of the recording venue. Some fairly complex digital pro-
cessing is involved.—GLA

6,625,084

43.40.Dx SYSTEM FOR ACOUSTICALLY PASSING
ELECTRICAL SIGNALS THROUGH A HULL

Robert M. Payton, assignor to The United States of America as
represented by the Secretary of the Navy

23 September 2003„Class 367Õ134…; filed 20 August 2002

A system is discussed that allows the passage of electrical signals
across a rigid boundary such as the pressure hull of a submarine. This is
accomplished without making any holes in the rigid boundary. The system
comprises a set of transmitting electroacoustic transducers that are mounted
on one face of the boundary and a set of receiving transducers, each in
alignment with a respective transmitter, mounted on the opposite face of the
boundary. Appropriate buffers, modulators, power amplifiers, and demodu-
lators, plus a source of the signal to be transmitted across the boundary, are
associated with the various transducers.—WT

6,631,799

43.40.Hb VIBRATORY FEEDING SYSTEM

Bruce L. Samson, assignor to Moore Push-Pin Company
14 October 2003„Class 198Õ771…; filed 16 May 2001

This vibratory feeding system, used to ‘‘feed’’ components in the
course of manufacturing processes, consists of a hopper, a tray, and a vibra-
tor. The hopper is suspended above the tray so that components can flow
from the hopper into the tray. The vibrator is attached to the tray so that the
tray can be vibrated to move components along its surface.—DRR

6,629,058

43.40.Le FAULT DIAGNOSIS METHOD AND
APPARATUS

Hidemichi Komura et al., assignors to Rion Company, Limited
30 September 2003„Class 702Õ183…; filed in Japan 20 April 2000

This relates to a method and apparatus for diagnosing a machinery
fault arising from frictional wear which generates vibrations at a high fre-
quency, a failure in a rotating metallic machine element~such as bearings or
gears!, or belt slippage in a rotating machine. The apparatus includes a
vibration sensor for detecting vibration waveforms, a computing device for
obtaining a cumulative frequency distribution curve of the absolute value of
the vibration waveforms, a maximum detection device for detecting the
maximum value of the waveforms, a peak ratio computing device, and a
fault-detecting device for diagnosing the degree of fault of machinery or
equipment on the basis of the computed peak ratio.—DRR
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6,609,681

43.40.Tm METHOD AND APPARATUS FOR
DAMPING VIBRATION

Daniel A. Buder, assignor to The Boeing Company
26 August 2003„Class 244Õ54…; filed 5 July 2001

An isolator that can attach a payload to a launch vehicle securely
consists of a pair of metal rings. These rings are provided with recesses,
enabling them to be bolted together, one atop the other, with the inclusion of
elastomeric elements.—EEU

6,612,279

43.40.Tm VIBRATION REDUCING SYSTEM FOR
INTERNAL COMBUSTION ENGINE

Yasuyuki Asahara, assignor to Nissan Motor Company, Limited
2 September 2003„Class 123Õ192.1…; filed in Japan 28 March 2000

In order to reduce the roll vibrations of an engine, there is provided an
anti-resonant arrangement. This arrangement, which is tuned to the engine’s
roll vibration frequency, makes use of the inertia of the engine’s alternator
and of a resilient element in the alternator pulley, which is connected to the
engine shaft via a belt.—EEU

6,619,165

43.40.Tm TUNABLE TOOLHOLDER

Randy M. Perkowski, assignor to Kennametal Incorporated
16 September 2003„Class 82Õ160…; filed 1 February 2002

This holder for machining tools includes a dynamic absorber that can
be tuned so as to suppress vibrations in a certain frequency range. The
dynamic absorber consists of an essentially cylindrical mass that is located
in an oversized cylindrical cavity and that is supported on elastomeric ele-
ments on its two ends. A support plate on one of these ends can be moved
axially via a screw arrangement, thus changing the compression of the elas-
tomeric elements and thereby their stiffness.—EEU

6,619,445

43.40.Tm TELESCOPIC VIBRATION DAMPER

Andreas Förster, assignor to ZF Sachs AG
16 September 2003„Class 188Õ315…; filed in Germany 12 January

2001

This damper, intended for use in automobile suspensions and the like,
consists of a telescoping arrangement of liquid-filled tubes. A piston rod is
arranged to move axially in a pressure tube, with the piston dividing the
volume in that tube into two chambers that are interconnected only via
valves in the piston. The pressure tube is located within an intermediate tube
and has a piston section at its end, outside of the pressure tube, forming an
annular chamber between the walls of the pressure tube and the intermediate
tube. At the base of the pressure tube, a second piston seals off a gas-filled
volume at the bottom of the intermediate tube. The intermediate tube is
contained within an outer tube and the various volumes formed by all of
these tubes, except the aforementioned one, are filled with an incompress-
ible fluid and interconnected with various valves.—EEU

6,619,523

43.40.Tm BACKPACK INCLUDING INTEGRAL
VIBRATION DAMPER

David G. Duckworth, Laguna Beach, California
16 September 2003„Class 224Õ634…; filed 20 March 2002

In order to reduce the bouncing of a heavy backpack that its wearer
experiences as he/she strides along rhythmically, the pack’s shell is con-
nected to its frame via ‘‘dampers.’’ Each such damper consists of a spring in
a cylindrical housing, with one end of the spring resting on a piston. The
housing is provided with an adjustable valve, so that the wearer can adjust
the damping resulting from air being forced through the valve. The dampers
are intended to act predominantly in the vertical direction. The springs are
selected to accommodate predetermined loads and the dampers contain no
provisions for changing the frequency of the spring/payload system.—EEU

6,619,611

43.40.Tm PNEUMATIC VIBRATION ISOLATOR
UTILIZING AN ELASTOMERIC ELEMENT
FOR ISOLATION AND ATTENUATION OF
HORIZONTAL VIBRATION

Vyacheslav Ryaboyet al., assignors to Newport Corporation
16 September 2003„Class 248Õ631…; filed 2 July 2001

This isolator is intended primarily for use in ‘‘air legs’’ employed to
support isolation tables. It includes a stable elastomeric element atop a ver-
tical piston/cylinder air-spring arrangement. The elastomeric element per-
mits horizontal motion, whereas the air-spring provides vertical motion; thus
the combination can provide vibration isolation in the horizontal and the
vertical directions.—EEU

6,619,887

43.40.Tm METHOD AND APPARATUS FOR
REDUCING DRAG AND SUPPRESSING VORTEX-
INDUCED VIBRATION

Albin A. Szewczyk, South Bend, Indianaet al.
16 September 2003„Class 405Õ211…; filed 21 November 2001

The shedding of large correlated vortexes from cylindrical elements,
such as pipes, across which fluid flows in a given direction is reduced by
giving the cylindrical elements a wavy form, as seen in a plane parallel to
the flow.—EEU

6,621,694

43.40.Tm VIBRATION TOLERANT ELECTRONIC
ASSEMBLY AND RELATED METHODS

Ying-Ming Lee and Frank Daneshgar, assignors to Harris
Corporation

16 September 2003„Class 361Õ685…; filed 7 September 2001

This patent relates to the support of electronic assemblies, such as disc
drives, that need to be protected from severe dynamic environments. An
apparatus according to this patent consists of a base and one or more isola-
tion stages. A first stage consists of a linear bearing coupling that constrains
movement of a first frame along a given axis, plus a means for damping this
movement. A second stage is configured similarly to address motion along a
second axis.—EEU
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6,611,081

43.40.Yq VIBRATION ACTUATOR WITH TWO
VIBRATION MODES

Mitsuhiro Okazaki et al., assignors to Nikon Corporation
26 August 2003„Class 310Õ323.16…; filed in Japan 10 September

1999

The device is a vibration element that actuates both a radial symmetric
expansion vibration mode in which it expands and contracts in the radial
direction and also a nonaxisymmetric planar vibration mode whereby it
bends to and fro in a nonasymmetric fashion within a single plane. The
actuator drives a relative movement member and a base member to which
the vibration element is affixed. The vibration element consists of at least
one superimposed layer structure that includes a pair of electrical-to-
mechanical energy conversion elements and an elastic member sandwiched
between the pair of these conversion elements.—DRR

6,629,464

43.40.Yq LASER SHOCK PEENING QUALITY
ASSURANCE BY ACOUSTIC ANALYSIS

Ui Won Suh and James Douglas Risbeck, both of Cincinnati, Ohio
7 October 2003„Class 73Õ602…; filed 3 October 2001

Laser shock peening is a process for producing a region of deep com-
pressive residual stresses by laser peening the surface area of a workpiece.
This method typically uses multiple radiation pulses from high power pulsed
lasers to produce shock waves at the surface of a workpiece for the purpose
of increasing its fatigue strength. A method is provided here for quality
control monitoring of the peening process by acoustic means. An acoustic
signal from each laser beam pulse is monitored during the period of time
corresponding to the duration of each plasma pulse, and an acoustic energy
parametric value for each of the acoustic signals is calculated. A statistical
function, such as the average of the acoustic energy of the laser beam pulses,
is compared to a pass or fail criteria for accepting or rejecting the
workpiece.—DRR

6,616,337

43.50.Gf NOISE-REDUCING MACHINE
COMPONENT

Bevan V. Smith, assignor to The Timken Company
9 September 2003„Class 384Õ476…; filed 28 February 2002

A machine component, such as the race12 of an antifriction bearing,
contains a pocket bordered by reflecting surfaces that intersect at alternating
peaks and valleys. Longitudinal noise propagating through the machine

component, upon encountering the reflecting surfaces at the pocket, is par-
tially converted into transverse waves, which are more easily attenuated in
the material of the component. It is argued that the pockets reduce noise in
the machine component.—DRR

6,622,818

43.50.Gf SOUND ATTENUATING DEVICE

Peter Lee Jenvey, assignor to HRL Technology Pty Limited
23 September 2003„Class 181Õ224…; filed in Australia 11 Septem-

ber 1997

Intended for use in a gas duct, this sound attenuating device consists of
a core of acoustically absorptive material that is enclosed by an impervious
film. The film prevents direct contact between the gas flowing through the
duct and the absorptive material. Perforated plates on either side of the
absorptive material provide rigidity to the ensemble.—DRR

6,630,222

43.55.Ev ACOUSTIC MEDIA

Ralph Michael Fay and Lawrence J. Gelin, assignors to Johns
Manville International, Incorporated

7 October 2003„Class 428Õ118…; filed 16 June 2000

Two continuous fabric curtains are pleated together to make elongated
tubular sections. Drawing the collapsible sections together~like raising a

shade! can retract the curtains. When extended, the two layers of the curtain,
with their airflow resistance properties, provide sound absorption within a
room.—CJR

6,615,950

43.55.Ti SANDWICH ACOUSTIC PANEL

Alain Porte and Jacques Lalane, assignors to Airbus France
9 September 2003„Class 181Õ292…; filed in France 8 December

2000

This acoustic sound barrier panel is designed to allow multiple degrees
of freedom of movement between different layers of compartmentalized
structures without problems of misalignment. For example, this panel could
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be used for the walls of turbojet casings. The panel contains a barrier layer
with a porous separator between the adjacent compartmentalized layers, and
then a reflector forming the back face of the panel. There are guides on each
face of the porous separator, and these surfaces makes it possible for the
compartments to be continuous between the inner surface and the reflector.
Because of these guides, there are no risks of local misalignment and
nonhomogeneity.—CJR

6,634,458

43.55.Ti SOUNDPROOFING SYSTEM

Dennis R. Adamson, Scottsdale, Arizona
21 October 2003„Class 181Õ285…; filed 20 March 2002

The patent covers a laminate material which embodies uncured rubber
and a fabric mesh in a floor system to reduce sound and impact energy
transfer.—CJR

6,621,658

43.55.Vj VIBRATION DAMPING LAMINATE WITH
VIBRATION ISOLATING CUT THEREIN

Ahid Nashif, assignor to Material Sciences Corporation
16 September 2003„Class 360Õ97.02…; filed 13 July 2000

This vibration damping laminate has two metal skins separated by a
viscoelastic damping layer. Each of the metal skins has a separate series of
circular cuts that isolate the area where the laminate is connected to another
body ~i.e., where there is a bolt!. The cuts extend through each of the metal
skins up to the damping layer. This technique improves vibration damping
for computer disk drive assemblies, automotive body panels, etc.—CJR

6,628,570

43.58.Dj LASER VELOCIMETRY DETECTION OF
UNDERWATER SOUND

Anthony A. Ruffa, assignor to The United States of America as
represented by the Secretary of the Navy

30 September 2003„Class 367Õ149…; filed 20 August 2001

An apparatus is described for measuring the velocity of sound waves
in a liquid medium. A laser transmits a light pulse that interacts with the
sound wave. The backscattered light, which is enhanced because of the
entrained air bubbles in the liquid that have been set in motion by the sound
wave, is processed so as to determine a distance traveled and the time of
travel and hence the velocity of the sound wave.—WT

6,609,943

43.58.Wc ELECTRONIC TALKING TOY AND DOLL
COMBINATION

Albert Wai Tai Chan, assignor to Thinking Technology,
Incorporated

26 August 2003„Class 446Õ297…; filed 5 February 2002

Using the ubiquitous sound chip, we can now replace the virtual

sounds of children driving a car with the stored engine sounds on-
chip.—MK

6,612,897

43.58.Wc MUSICAL TOY WITH A MOTOR DRIVEN
DISPLAY

Michael Greenberg, assignor to Shelcore Incorporated
2 September 2003„Class 446Õ408…; filed 30 January 2002

Combine a child’s jack-in-the-box with a popper and a piano style

keyboard, all driven by a motor, and you have the ultimate child amusement
toy. Unfortunately, the music is provided by electronic means.—MK
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6,609,944

43.58.Wc ANIMAL BALL TOY

Charles A. Viola, Fairfield, Iowa
26 August 2003„Class 446Õ409…; filed 24 May 2002

Entertainment and amusement toys are appreciated by many large

mammals. Here, a spherical surface with a squeaker20 can roll and squeak,
reminding house cats of small furry mice.—MK

6,619,225

43.58.Wc WHISTLE FOR MULTI-IMPLEMENT
FOLDING KNIFE

Alexander Presniakov, San Francisco, California and George M.
Davison III, Pittsburgh, Pennsylvania

16 September 2003„Class 116Õ137 R…; filed 19 September 2000

The venerable ‘‘Swiss Army knife’’ has been missing a whistle. So, the
authors propose adding a cover38 on the whistle structure40. The user

blows through slot50 and the breath exits though slot52. Will reeds and a
harmonica be next?—MK

6,610,014

43.60.Rw ULTRASONIC TOMOGRAPH WHICH
SETS DOPPLER SAMPLE POINT FROM BLOOD
FLOW INFORMATION, AND DOPPLER
SAMPLE POINT SETTING METHOD

Masa Yamamoto and Masaru Suemune, assignors to Hitachi
Medical Corporation

26 August 2003„Class 600Õ453…; filed in Japan 26 May 1997

In a conventional ultrasonic tomograph, the Doppler sample point for
the bloodstream is controlled by manually moving the Doppler point setting
indicator using a pointer, such as a track ball, to the position of interest in
the bloodstream, on the basis of the color information displayed in superpo-
sition with the ultrasonic tomogram. It is the object of the present device to
provide an automatic tomograph capable of automatically or semi-

automatically setting the Doppler sample point to the bloodstream portion of
the tomographic image. A signal-processing unit activates the probe to trans-
mit ultrasonic waves and processes the reflected echo to produce an ultra-
sonic sonogram and bloodstream image and information. A control unit
automatically sets the position of the Doppler sample point on the basis of
the bloodstream information.—DRR

6,620,100

43.64.Ri HEARING EVALUATION DEVICE WITH
NOISE-WEIGHTING CAPABILITIES

Matthijs P. Smits and Aaron R. Thornton, assignors to Natus
Medical Incorporated

16 September 2003„Class 600Õ300…; filed 17 October 2001

This is an apparatus that uses electroencephalographic responses to
auditory stimuli to evaluate the hearing of a subject and weight the response
based upon an analysis with normative data. The device uses evoked audi-

SOUNDINGS

957J. Acoust. Soc. Am., Vol. 115, No. 3, March 2004 Reviews of Acoustical Patents



tory brainstem responses to determine if the subject is able to hear repeat-
edly administered click stimuli. In order to optimize evaluation, the device
uses normative data to weight the auditory responses, so as to permit an
evaluation under different or changing noise conditions.—DRR

6,610,019

43.66.Lj METHOD AND APPARATUS FOR
TREATMENT OF MONOFREQUENCY TINNITUS
UTILIZING SOUND WAVE CANCELLATION
TECHNIQUES

Daniel S. J. Choy, assignor to Daniel S. J. Choy
26 August 2003„Class 600Õ559…; filed 1 March 2002

Tinnitus, defined as the sound heard by an individual in the absence of
external auditory stimulus, afflicts more than 50 million Americans. In an
effort to treat tinnitus of the monofrequency sort, this patent describes a
phase cancellation method. An externally generated sound is subjectively
selected by the tinnitus patient to match the tinnitus sound in both tone and
loudness. This generated sound wave is either sequentially phase shifted
through steps totaling at least 180 degrees or is directly phase-shifted in a
single step into a 180-degree out-of-phase reciprocal. This cancels the
patient-determined tinnitus tone.—DRR

6,611,600

43.66.Ts CIRCUIT AND METHOD FOR THE
ADAPTIVE SUPPRESSION OF AN ACOUSTIC
FEEDBACK

Remo Leber and Arthur Schaub, assignors to Bernafon AG
26 August 2003„Class 381Õ66…; filed in Switzerland 14 January

1998

To reduce acoustic feedback problems in hearing aid fittings, a system
models the feedback path and tracks changes adaptively. Two adaptive deco-
rrelation filters employ lattice filter structures which are said to provide
rapid convergence with minimum distortion and added signal delay. The
feedback signal components are continuously subtracted from the input sig-
nal, thus providing a greater amount of stable gain.—DAP

6,611,718

43.66.Ts HYBRID MIDDLE EAR ÕCOCHLEA
IMPLANT SYSTEM

Yitzhak Zilberman and Joseph H. Schulman, assignors to Yitzhak
Zilberman; Joseph Schulman

26 August 2003„Class 607Õ57…; filed 15 June 2001

A hearing enhancement system consists of both middle ear and co-
chlear implants. Information in the frequency range up to approximately 4
kHz is routed to the middle ear implant and signals at higher frequencies are
sent to the cochlear implant which stimulates the basal portion of the co-
chlea. A rf receiver in the microphone module receives programming and

parameter tuning information from a fitting system based on monitored per-
formance transmitted back to the clinician. After processing, audio signals
are transmitted from the microphone module via modulated rf carrier to a
second implant module which contains output drivers for the middle ear and
cochlear implants.—DAP

6,618,704

43.66.Ts SYSTEM AND METHOD OF
TELECONFERENCING WITH THE DEAF OR
HEARING-IMPAIRED

Dimitri Kanevsky et al., assignors to IBM Corporation
9 September 2003„Class 704Õ271…; filed 1 December 2000

This is a system for allowing a deaf or hearing-impaired person to
participate in a teleconference by providing a platform that allows various
automatic speech recognition~ASR! systems to communicate over various
chat message systems so that the hearing-impaired person may receive a
transcribed text of the teleconference. In one embodiment of the system
each participant has an ASR system and a chat service system such as AOL
Instant Messenger®. Each participant may have a different type of ASR
system and a different chat service system and the hearing-impaired person
need not have an ASR system. The patent discusses the general problem of
instant message communication due to the variety of different formats in
use.—DRR

6,631,295

43.66.Ts SYSTEM AND METHOD FOR DIAGNOSING
ANDÕOR REDUCING TINNITUS

Jay T. Rubinstein et al., assignors to University of Iowa Research
Foundation

7 October 2003„Class 607Õ55…; filed 25 September 2001

This patent relates to an apparatus and method for providing stochastic
independent neural stimulation and, in particular, a neural stimulation sys-
tem for identifying candidates for intervention and treatment of tinnitus by
initiating pseudo-spontaneous activity in the auditory nerve. High rate pulse
trains, e.g., can generate random spike patterns in auditory nerve fibers that
are statistically similar to those produced by spontaneous activity in the
normal ear, i.e., pseudo-spontaneous activity is produced. Varying rates of
pseudo-spontaneous activity can be produced by varying the intensity of a
fixed amplitude, high-pulse-rate stimulus~e.g., 5000 pps!. The patent asserts
that monitored patient response to the generated pseudo-spontaneous activ-
ity in the auditory nerve, even if temporary, can produce successful reduc-
tion or elimination of perceived tinnitus by subsequent treatment.—DRR

6,611,798

43.72.Gy PERCEPTUALLY IMPROVED ENCODING
OF ACOUSTIC SIGNALS

Stefan Bruhn and Susanne Olvenstam, assignors to
Telefonaktiebolaget LM Ericsson

26 August 2003„Class 704Õ219…; filed in the European Patent Of-
fice 20 October 2000

To transmit and reproduce with natural sound quality audio frequency
components above 4 kHz, the signal from an acoustic source is encoded to
represent the perceptually significant characteristics of the acoustic signal.
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The encoder in the transmitter or receiver spectrally smooths the compo-
nents by reducing the variation in the coefficient values representing fre-
quency information above a threshold value.—DAP

6,629,071

43.72.Ne SPEECH RECOGNITION SYSTEM

Robert James Mann, assignor to International Business Machines
Corporation

30 September 2003„Class 704Õ251…; filed in the United Kingdom 4
September 1999

This large-vocabulary speech recognition system recognizes spoken
letters in alphabetic or alphanumeric sequences by processing spelled-out
speech in the form of ‘‘letter for word,’’ e.g., ‘‘A for Apple.’’ The large
recognition vocabulary allows an arbitrary word to be spoken with each
letter.—HHN

6,629,073

43.72.Ne SPEECH RECOGNITION METHOD AND
APPARATUS UTILIZING MULTI-UNIT MODELS

Hsiao-Wuen Hon and Kuansan Wang, assignors to Microsoft
Corporation

30 September 2003„Class 704Õ256…; filed 27 April 2000

A speech recognition system mixes different types of acoustic models
for both a large acoustic unit, such as a word, and subunits, such as pho-
nemes or senones.—HHN

6,631,348

43.72.Ne DYNAMIC SPEECH RECOGNITION
PATTERN SWITCHING FOR ENHANCED SPEECH
RECOGNITION ACCURACY

Ben S. Wymore, assignor to Intel Corporation
7 October 2003„Class 704Õ233…; filed 8 August 2000

A dynamic speech recognition system generates separate reference
models at different environmental noise levels based on training informa-
tion. The system includes a sensor to detect the environment noise level. In
response to a received speech signal, the system switches to an appropriate
stored model for noisy speech based on the level of measured noise.—HHN

6,633,842

43.72.Ne SPEECH RECOGNITION FRONT-END
FEATURE EXTRACTION FOR NOISY SPEECH

Yifan Gong, assignor to Texas Instruments Incorporated
14 October 2003„Class 704Õ233…; filed 21 September 2000

To estimate the feature vector, i.e., Mel-frequency cepstral coefficients
of clear speech from noisy speech, the proposed method uses the conditional

expectancy of a clean signal given an observed noisy vector. The method
uses two Gaussian mixtures, one for the clean signal and a second one
derived from the first using some noisy samples.—HHN

6,633,843

43.72.Ne LOG-SPECTRAL COMPENSATION OF
PMC GAUSSIAN MEAN VECTORS FOR
NOISY SPEECH RECOGNITION USING LOG-MAX
ASSUMPTION

Yifan Gong, assignor to Texas Instruments Incorporated
14 October 2003„Class 704Õ233…; filed 27 April 2001

HMMs are first trained for clean speech. Parallel model combination
~PMC!, as described here, then uses the noise distribution to estimate noise
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HMMs. The system takes the mean vector41 of speech and noise vector43
and then applies decision rule45 for log-spectral compensation of Gaussian
mean vector47.—HHN

6,610,915

43.75.De SOUNDBOARD OF COMPOSITE FIBRE
MATERIAL CONSTRUCTION

Martin Schleske, Munich, Germany
26 August 2003„Class 84Õ291…; filed in Germany 23 August 2000

Here, the author presents an analysis of his attempt to construct a
composite sound board~plate! for stringed instruments. He defines the
‘‘Quality Quotient,’’ Qm5c/r, wherec is the speed of sound in the longi-
tudinal direction andr is the density of the material. Because the higherQm
in the composite material affects the modal distribution, the patent proposes
an increase in area to compensate for the change in material. Unfortunately,
the final design or performance is not disclosed, so we are left
hanging.—MK

6,613,970

43.75.Kk PROCESS OF MAKING ACOUSTIC
DEVICES

Maurice P. Davies, Ashford Middlesex, the United Kingdom
2 September 2003„Class 84Õ402…; filed 2 August 2001

The inventor extends his earlier patent on the ‘‘Belleplate’’ hand bell

~United States Patent 5,177,310! to facilitate fabrication with CNC
machines.—MK

6,617,501

43.75.Kk CYMBAL SYSTEM

Otto Kaufmann, assignor to Roland Meinl Musikinstrumente
GmbH & Company

9 September 2003„Class 84Õ422.3…; filed in Germany 2 December
2000

To change the timbre of a cymbal in a pal controlled drum set, the

inventors propose adding an indented ring on both surfaces thereby creating
an air cushion.—MK

6,620,991

43.75.Kk PERCUSSION INSTRUMENT

Houlton Honiball, Etobicoke, Canada
16 September 2003„Class 84Õ402…; filed 6 March 2002

Each cylinder34 is filled with rattle beads and can be shaken much

like a tambourine. Should be easy to make and manufacture.—MK

6,612,894

43.75.Pq METHOD OF CALLING GAME USING A
DIAPHRAGM GAME CALL HAVING AN
INTEGRAL RESONANCE CHAMBER

L. Wayne Carlton, assignor to Hunter’s Specialties, Incorporated
2 September 2003„Class 446Õ202…; filed 19 February 2002

This patent proposes a new replaceable diaphragm215 for a turkey
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caller. This uses an external resonant chamber213 instead of the hunter’s
mouth. Other useful properties are cited in the claims.—MK

6,615,249

43.75.Wx METHOD FOR COMPARING AND
SYNCHRONIZING DATA FROM DIFFERENT DATA
SOURCES

Regina Schulte Am Hülse, Hamburg, Germany
2 September 2003„Class 709Õ217…; filed in Germany 14 January

2000

The basic idea is that a data source~a musical signal! is located a large
distance from the data sink; an accompaniment can be created and transmit-
ted back to the source for recording on a ‘‘data carrier.’’ There is nothing
new or novel in any of these proposals.—MK

6,618,336

43.75.Wx REPRODUCING APPARATUS

Kohei Kanou et al., assignors to Sony Corporation
9 September 2003„Class 369Õ53.34…; filed in Japan 26 January

1998

In this automated accompaniment machine, the acoustic input is di-
vided into four different bands, a simple analog envelope detector digitizes

the signal and gives it to a CPU. The processor detects rhythm from the
input and generates the very simple accompaniment.—MK

6,616,618

43.80.Qf METHOD OF AND DEVICE FOR
VISUALIZING THE ORIENTATION OF
THERAPEUTIC SOUND WAVES ONTO AN AREA
TO BE TREATED OR PROCESSED

Ulrich Hagelauer, assignor to Storz Medical AG
9 September 2003„Class 600Õ587…; filed in Germany 14 September

1998

This device provides a method of visualizing the orientation of thera-
peutic sound waves onto an area undergoing treatment. The orientation of
the therapeutic sound waves is symbolically displayed on the screen of a
display unit. The operational principle is based on the three-dimensional
approach of computer-aided design~CAD! and the application of virtual
reality techniques.—DRR

6,618,493

43.80.Qf METHOD AND APPARATUS FOR
VISUALIZATION OF MOTION IN ULTRASOUND
FLOW IMAGING USING PACKET DATA
ACQUISITION

Hans Garmann Torp and Steinar Bjaerum, assignors to GE
Medical Systems Global Technology Company, LLC

9 September 2003„Class 382Õ131…; filed 26 November 1999

In ultrasound imaging, the returned echoes are processed coherently.
There are variations in the intensity of the images due to constructive and
destructive interference of the sound wave scattered back from a large num-
ber of scatterers. These intensity variations constitute the ‘‘speckle pattern.’’
When there is a slight displacement of the scatterers~viz. red blood cells!
there will be a corresponding displacement of the speckle pattern. By en-
hancing the speckle pattern from moving scatterers and displaying a stream
of such images, an intuitive display of the blood flow is obtained. Based on
this principle, a method and an apparatus are described for imaging blood
motion by displaying an enhanced image of the fluctuating speckle pattern.
The first step is high-pass filtering of the signal vector from each range gate.
Next, a speckle signal is formed and a nonlinear scale conversion is applied.
The resulting speckle signal is displayed as the desired blood flow image
concurrently with a corresponding tissue image.—DRR

6,626,838

43.80.Qf BLOOD FLOW METER APPARATUS AND
METHOD OF USE

Gregory P. Doten and Brian P. Brockway, assignors to Transoma
Medical, Incorporated

30 September 2003„Class 600Õ465…; filed 8 August 2001

This patent covers a device and method for estimating blood flow or
blood flow velocity in a blood vessel over a period of time. In this method,
at least part of the measurement circuits used to estimate blood flow are
activated automatically only during the time an estimate is being obtained.
At least part of the measurement circuits are automatically deactivated dur-
ing the time an estimate is not being obtained. These steps are performed in
sequence to establish a sequence of blood flow estimates to yield a wave-
form indicative of the blood flow. Measurement techniques include continu-
ous wave Doppler flow measurement, pulsed Doppler flow measurement,
laser Doppler flow measurement, transit time flow measurement, thermal
dilation flow measurement, electromagnetic flow measurement or other suit-
able flow measurement techniques. In several embodiments, a base-banded
Doppler-shifted signal provides the blood flow estimate. In this manner, the
device provides a strobed blood flow meter, such as an implantable strobed
ultrasonic Doppler blood flow meter, having reduced average power con-
sumption, advantageous for minimizing battery size, extending battery life,
and improving signal-to-noise ratio.—DRR
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6,626,842

43.80.Qf HEART-SOUND ANALYZING APPARATUS

Tohru Oka, assignor to Colin Corporation
30 September 2003„Class 600Õ528…; filed in Japan 9 August 2000

The purpose of this heart-sound apparatus is to determine, on an itera-
tive basis, the timing when the aortic valve closes. The components of the
apparatus are a heart-sound microphone adapted to be worn by a subject for
the purpose of iteratively detecting heart sound, a respiration-synchronous
signal detecting device, and an inspiration–expiration judging device, based
on each of the iteratively detected respiration-synchronous signals.—DRR

6,629,937

43.80.Qf SYSTEM FOR PROCESSING AUDIO,
VIDEO AND OTHER DATA FOR MEDICAL
DIAGNOSIS AND OTHER APPLICATIONS

Raymond L. Watrous, assignor to Siemens Corporate Research,
Incorporated

7 October 2003„Class 600Õ586…; filed 2 January 2001

This current application is a continuation-in-part of United States
Patent 6,572,560. It involves a system that provides diagnostic decision
support for auditory evaluation of anatomical systems. The system processes
an acoustical signal by acquiring acoustic data representative of an acoustic

signal associated with an anatomical function. The acquired acoustic data is
stored in a patient’s medical record file. The acquired data and medical
record information are automatically analyzed in order to establish physi-
ologically significant features useful in medical diagnosis.—DRR

6,635,018

43.80.Qf ULTRASONIC DIAGNOSIS APPARATUS

Tetsuya Kawagishiet al., assignors to Kabushiki Kaisha Toshiba
21 October 2003„Class 600Õ447…; filed in Japan 22 May 2000

This is an ultrasonic diagnosis apparatus in which ultrasonic beams
scan a living body, thereby setting optimal transmission conditions for each
scanning line in order to yield a uniform image quality over an image and
providing information for analysis of an application site. To achieve this
effect, the apparatus is equipped with a transmission coefficient controller
configured to set transmission conditions that differ with scanning directions

of ultrasonic beams so as to correct for nonuniformity of the transmission
sound field for each scanning region. An ultrasonic transmitter is configured
to transmit the ultrasonic beams to a subject under the transmission condi-
tions established by the controller. An image generator is configured to
obtain an ultrasonic image of the subject from the ultrasonic echo signals
reflected from the subject.—DRR

6,612,988

43.80.Sh ULTRASOUND THERAPY

Dov Maor et al., assignors to Brigham and Women’s Hospital,
Incorporated; InSightec–Image Guided Treatment Limited

2 September 2003„Class 600Õ439…; filed 15 December 2000

This method of delivering ultrasound signals includes providing an
image of at least a portion of a target subject between the sources of the
ultrasound signals and a target region for receiving focused ultrasound sig-
nals, identifying from the image physical characteristics of different layers

of material between the sources and the target, and determining phase and/or
amplitude corrections for the sources depending on the respective thickness
of portions of each of the layers positioned between each source and
target.—DRR

6,613,004

43.80.Sh SYSTEMS AND METHODS FOR
CREATING LONGER NECROSED VOLUMES USING
A PHASED ARRAY FOCUSED ULTRASOUND
SYSTEM

Shuki Vitek and Dov Maor, assignors to InSightec–TxSonics,
Limited

2 September 2003„Class 601Õ2…; filed 21 April 2000

The aim of the methods described here is to perform noninvasive
surgical procedures through the use of focused ultrasound, in particular, to
create long necrosed volumes through the use of a focused ultrasound trans-
ducer array. The system includes multiple transducer elements and a con-
troller coupled to drive circuitry. Each of the sets of transducer elements is
driven for a predetermined duration during sonification, while generally
continuously focusing ultrasonic energy onto a desired focal zone. The con-
troller also controls a phase component of the respective drive signals to
provide a desired size, shape, and/or location of the focal zone, and thereby
necrose a target tissue region at the focal zone.—DRR
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6,623,430

43.80.Sh METHOD AND APPARATUS FOR SAFETY
DELIVERING MEDICANTS TO A REGION OF
TISSUE USING IMAGING, THERAPY AND
TEMPERATURE MONITORING ULTRASONIC
SYSTEM

Michael H. Slayton et al., assignors to Guided Therapy Systems,
Incorporated

23 September 2003„Class 600Õ439…; filed 10 February 2000

This noninvasive therapeutic ultrasound system is capable of acousti-
cally imaging and heating a specific region to be treated. The system also
carries the capability of monitoring the temperature of the region. Ther-
mosensitive liposomes containing medicants are delivered to the region of
interest, which is targeted through imaging and then heated ultrasonically.
When the desired temperature is reached and the liposomes are melted,
thereby releasing the medicants, the treatment stops. If necessary, the appli-
cation of ultrasound therapy and ultrasound imaging are alternated until the
desired threshold temperature is reached.—DRR

6,623,444

43.80.Sh ULTRASONIC CATHETER DRUG
DELIVERY METHOD AND DEVICE

Eliaz Babaev, assignor to Advanced Medical Applications,
Incorporated

23 September 2003„Class 604Õ22…; filed 21 March 2001

This ultrasonic catheter drug delivery device consists of an ultrasonic
transducer that is mechanically attached to a catheter body or chamber. The
transducer features a distal tip with a distal radiation surface. When a thera-
peutic agent from a fluid source is directed to the catheter body or chamber,
the radiation surface generates ultrasonic pressure and delivers the fluid and
ultrasonic energy to a patient’s vascularity or a selected body lumen.—DRR

6,626,854

43.80.Sh SYSTEMS AND METHODS FOR
ULTRASOUND ASSISTED LIPOLYSIS

Zvi Friedman et al., assignors to Insightec–Txsonics Limited
30 September 2003„Class 601Õ2…; filed 27 December 2000

This relates to systems and methods for destroying tissue by focusing
ultrasound from an external source toward subcutaneous tissues, such as
adipose tissue, to aid in body contouring. The transducer emits acoustic
energy that is focused on a linear focal zone within the tissue region, the
acoustic energy having sufficient energy to rupture cells within the focal
zone without overheating. The transducer may include one or more trans-
ducer elements possessing a partial cylindrical shape, a single planar trans-
ducer element coupled to an acoustic lens, or a plurality of linear transducer
elements positioned adjacent to each other in an arcuate or planar configu-
ration. A frame may be provided for controlling movement of the transducer
along the patient’s skin.—DRR

6,626,855

43.80.Sh CONTROLLED HIGH EFFICIENCY LESION
FORMATION USING HIGH INTENSITY
ULTRASOUND

Lee Wenget al., assignors to Therus Corporation
30 September 2003„Class 601Õ3…; filed 22 November 2000

This ultrasound system, used for both imaging and delivering high-
intensity therapeutic ultrasound beams, has an ultrasound transducer array
deployed at the distal end of a relatively thin, elongated shaft. In one em-

bodiment, the transducer array is deployed within a liquid-filled elastomeric
material that more effectively couples ultrasound energy into a tumor. With
the device functioning in a continuous wave mode, a necrotic zone of tissue
having a desired size and shape~e.g., a necrotic volume selected to interrupt
a blood supply to a tumor! can be created by controlling at least one or more
of the following: focal length, duration, intensity, and direction of the ultra-
sound administered. It is said that this method speeds the therapy and avoids
continuous pausing to enable intervening normal tissue to cool.—DRR

6,635,017

43.80.Sh METHOD AND APPARATUS COMBINING
DIAGNOSTIC ULTRASOUND WITH
THERAPEUTIC ULTRASOUND TO ENHANCE
THROMBOLYSIS

Mark A. Moehring et al., assignors to Spentech, Incorporated
21 October 2003„Class 600Õ439…; filed 9 February 2000

This apparatus combines therapeutic pulsed or continuous-wave ultra-
sound with diagnostic pulsed ultrasound. For both therapeutic and diagnos-
tic modes, the ultrasound is administered from a single probe to a patient
suffering from thrombosis. The ultrasound can have constant or varying
frequency ranges in both of these modes. The pulsed or continuous-wave

ultrasound in the therapeutic modes may increase the lysing effect of a
thrombolytic agent. The pulsed ultrasound in the diagnostic mode allows
monitoring of blood flow to locate the thrombus, to determine an optimal
window to administer the therapeutic pulsed ultrasound, and to detect when
recanalization has occurred. A graphic display is available to display an
image representative of the blood flow.—DRR

6,610,016

43.80.Vj ECHOGENIC COATINGS

Michael R. Violante et al., assignors to STS Biopolymers,
Incorporated

26 August 2003„Class 600Õ458…; filed 4 August 1999

These coatings are comprised of a polymer matrix that includes gas in
bubbles, surface channels, or cavities. Methods to prepare and apply these
coatings are described. The methods include formation of bubbles by a
chemical reaction during the coating process.—RCW
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6,612,989

43.80.Vj SYSTEM AND METHOD FOR
SYNCHRONIZED PERSISTENCE WITH CONTRAST
AGENT IMAGING

George Brock-Fisher, assignor to Koninklijke Philips Electronics
N.V.

2 September 2003„Class 600Õ447…; filed 18 June 2002

An ultrasonic imaging instrument is described with a frame memory, a
frame processor, and a frame processing controller. Frame-to-frame tempo-
ral filtering is disabled during transmissions that destroy the contrast agent.
The filtering is re-enabled to observe tissue reperfusion.—RCW

6,620,103

43.80.Vj ULTRASONIC DIAGNOSTIC IMAGING
SYSTEM FOR LOW FLOW RATE CONTRAST
AGENTS

Matthew Bruce and David Hope Simpson, assignors to
Koninklijke Philips Electronics N.V.

16 September 2003„Class 600Õ458…; filed 11 June 2002

Pairs of differently modulated pulses are transmitted in a number of
beam directions to acquire echoes that are combined to separate harmonic
frequencies by using pulse inversion. The pairs of pulses are transmitted in
rapid succession to minimize motion artifacts. Transmission in different di-
rections is interleaved in time so that each beam direction is sampled over a
long period for detection of low flow rates.—RCW

6,620,404

43.80.Vj GASEOUS ULTRASOUND CONTRAST
MEDIA AND METHOD FOR SELECTING GASES
FOR USE AS ULTRASOUND CONTRAST
MEDIA

Steven C. Quay, assignor to Amersham Health AÕS
16 September 2003„Class 424Õ9.52…; filed 28 September 2000

These agents are microbubbles composed of specially selected gases.
The microbubbles are small enough to pass through the lungs and have a
long life span in solution. The gases are selected using calculations that
estimate from gas properties the time for microbubbles containing the gas to
dissolve.—RCW

6,621,341

43.80.Vj DIAGNOSTIC MEDICAL ULTRASOUND
SYSTEMS HAVING A METHOD AND CIRCUITRY
FOR FRONT-END GAIN CONTROL

Lazar A. Shifrin, assignor to Acuson Corporation
16 September 2003„Class 330Õ174…; filed 22 May 2000

Received echoes are amplified to compensate for increasing attenua-

tion with depth by using a time-varied gain that is proportional to an elec-
tronically variable capacitive load.—RCW

6,623,431

43.80.Vj EXAMINATION METHOD OF VASCULAR
ENDOTHELIUM FUNCTION

Ichiro Sakuma et al., assignors to Ichiro Sakuma
23 September 2003„Class 600Õ443…; filed in Japan 25 February

2002

This method uses a sequence of steps with an ultrasonic imaging sys-
tem probe attached to a positioning assembly to obtain images from which

the diameter of a blood vessel is found in a series of positions along the axis
of the vessel before and after dilation.—RCW

6,623,433

43.80.Vj AUTOMATED LONGITUDINAL POSITION
TRANSLATOR FOR ULTRASONIC IMAGING
PROBES, AND METHODS OF USING SAME

William E. Webler and Mark S. Buhr, assignors to SciMed Life
Systems, Incorporated

23 September 2003„Class 600Õ467…; filed 3 May 2002

An ultrasound transducer probe at the distal end of a catheter is trans-
lated at a constant rate along the axis of a blood vessel to obtain cross-
sectional images that are uniformly positioned for reconstruction into three-
dimensional or other two-dimensional representations of the region scanned
from the vessel.—RCW
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6,626,831

43.80.Vj GATED ULTRASOUND IMAGING
APPARATUS AND METHOD

Gregory L. Holley et al., assignors to Acuson Corporation
30 September 2003„Class 600Õ437…; filed 22 January 2001

Ultrasonic image frames with image quality optimized to show the
presence of a contrast agent are acquired at a selected phase of the heart
cycle. So-called locator image frames are also acquired at additional times
with instrument settings optimized for reduced degradation of the contrast
agent. The two sets of frames are displayed to provide the user with essen-
tially continuous transducer location information with reduced destruction
of contrast agent between frames.—RCW

6,626,836

43.80.Vj ADAPTIVE SIGNAL PROCESSING
SCHEME FOR CONTRAST AGENT IMAGING

Zuhua Mao et al., assignors to Siemens Medical Solutions USA,
Incorporated

30 September 2003„Class 600Õ455…; filed 4 April 2001

Echos are processed to determine whether they arise from a tissue
region or a contrast region. Processing is used that depends on which region
produces the echos. Echos from tissue regions can be processed with a
harmonic filter while echoes from contrast regions can be processed using a
harmonic filter and a fundamental filter.—RCW

6,628,989

43.80.Vj ACOUSTIC SWITCH AND APPARATUS
AND METHODS FOR USING ACOUSTIC SWITCHES
WITHIN A BODY

Avi Penner and Eyal Doron, assignors to Remon Medical
Technologies, Limited

30 September 2003„Class 607Õ59…; filed 16 October 2000

This device, to be implanted within a patient’s body, can activate,
deactivate, and control implants located within the body to monitor physi-
ological conditions and/or provide therapeutic functions. The device in-
cludes an electrical circuit for performing one or more commands when the
implant is activated, a battery~or some other energy source!, and a switch.
An acoustic transducer is coupled to the switch, activated upon acoustic
excitation by an external acoustic energy source. One or more commands
include measuring a physiological parameter with a biosensor coupled to the
electrical circuit. The therapeutic device or biosensor may be activated for a
predetermined time or until the switch is opened in response to an acoustic
excitation of the acoustic transducer.—DRR

6,632,177

43.80.Vj DUAL PROCESS ULTRASOUND
CONTRAST AGENT IMAGING

Patrick J. Phillips and Ismayil M. Guracar, assignors to Acuson
Corporation

14 October 2003„Class 600Õ458…; filed 1 May 2002

Dual detection paths are employed to identify differences between
different sized vessels throughout a period of contrast enhancement without
depleting the available contrast agent. One path is used to detect nonlinear
response. Another path is used to detect differences between responses to
two or more pulses.—RCW

6,635,019

43.80.Vj SCANHEAD ASSEMBLY FOR ULTRASONIC
IMAGING HAVING AN INTEGRAL BEAMFORMER
AND DEMOUNTABLE ARRAY

Richard Edward Davidsen, assignor to Koninklijke Philips
Electronics N.V.

21 October 2003„Class 600Õ459…; filed 14 August 2001

This scanhead consists of a transducer assembly and a beamformer

assembly that may be separated.—RCW

SOUNDINGS

965J. Acoust. Soc. Am., Vol. 115, No. 3, March 2004 Reviews of Acoustical Patents



LETTERS TO THE EDITOR
This Letters section is for publishing (a) brief acoustical research or applied acoustical reports,
(b) comments on articles or letters previously published in this Journal, and (c) a reply by the
article author to criticism by the Letter author in (b). Extensive reports should be submitted as articles,
not in a letter series. Letters are peer-reviewed on the same basis as articles, but usually require
less review time before acceptance. Letters cannot exceed four printed pages (approximately 3000–4000
words) including figures, tables, references, and a required abstract of about 100 words.

Hawkins and Stevens revisited with insert earphones (L)
Adrianus J. M. Houtsmaa)

U.S. Army Aeromedical Research Laboratory, Fort Rucker, AL 36362-0577

~Received 24 July 2003; revised 22 November 2003; accepted 1 December 2003!

The classical experiment on masking of pure tones by white noise by Hawkins and Stevens
@J. Acoust. Soc. Am.22, 6–13~1950!# has left two general notions about broadband masking that
are still being echoed in present-day textbooks on hearing. One is that broadband masking is linear
~i.e., if the noise power level increases, the signal threshold level increases by exactly the same
amount!. The other is the existence of a nonmonotonic function of frequency, the critical ratio~CR!
which, unlike the critical band~CB! or equivalent rectangular bandwidth~ERB! functions, shows a
distinct upturn below 300 Hz. Exploring the possibility that Hawkins and Stevens’ measurements
may have been adversely affected by acoustic leakage at the headphones at low frequencies, the
experiment was repeated with insert earphones. The resulting critical ratio function shows a
monotonic dependence on frequency down to 90 Hz, similar to CB and ERB functions. Moreover,
the CR function appears to closely approximate the ERB function when the dependence of each
filter’s detection efficiency on masker energy uncertainty is incorporated. Masking appears to be
linear below 1000 Hz, but thresholds, expressed asS/N0 ratios, were found to increase
systematically with increasing masker intensity at higher frequencies. ©2004 Acoustical Society
of America. @DOI: 10.1121/1.1645246#
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I. INTRODUCTION

The most quoted data on masking of pure tones by
broadband noise were collected by Hawkins and Stevens
~1950!. Using an adjustment method, they measured detec-
tion thresholds for a continuous pure tone between 100 and
9000 Hz against a background of white noise, using spectral
density (N0) values between210 and 60 dB.1 A still fre-
quently cited property of their data is that masking appears to
be linear with noise intensity, that is, signal threshold levels
appear to rise by the same amount as the spectral density
level of the masker~Rossing, 1990; Gelfand, 1997; Hart-
mann, 1997!. It enabled Hawkins and Stevens to combine
several masking contours to compute estimates of the width
of the auditory filter as a function of frequency. Following
Fletcher~1940!, the underlying assumption was that, for de-
tection, the signal power had to be a given fixed fraction of
the total effective noise power. If the auditory filter is ideal-

ized to have unit gain, and a rectangular passband, this as-
sumption can in its simplest form be stated as

Str5kN0W, ~1!

whereStr is the signal power at threshold,N0 is the spectral
density of the masking noise,W the auditory filter’s band-
width, andk a constant that is inversely related to the detec-
tion efficiency of the channel. Hawkins and Stevens assumed
k to be unity. The result was a nonmonotonic, U-shaped
function with a minimum around 300 Hz, with bandwidth
roughly proportional to center frequency from 1000 Hz up-
wards, but with a distinct upturn below 300 Hz. This func-
tion became known as thecritical ratio ~CR! function.

The main reason for undertaking the present study was
the shape inconsistency of the CR function compared with
other estimates of the auditory frequency resolution like the
critical band ~CB! function ~Zwicker, Flottorp, and Stevens,
1957! and theequivalent rectangular bandwidth~ERB! func-
tion ~Glasberg and Moore, 1990!. These functions, although
different from each other, both increase monotonically be-
tween 100 and 10 000 Hz, and do not show the upturn at low
frequencies observed in the CR function. Particularly, the
shape difference between the CR and the ERB functions is
bothersome because, unlike many methods that were used to

a!Experimental work was performed while the author was at the Institute for
Perception Research, Eindhoven University of Technology, The Nether-
lands. Parts of this study were reported at the 103rd meeting of the ASA in
Seattle~1998!. Opinions, interpretations, and conclusions contained in this
letter are those of the author and are not necessarily endorsed by the U.S.
Army and/or the Department of Defense.
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measure the CB, both the CR’s broadband masking paradigm
and the ERB’s notched-noise procedure substantially reduce
the possibility of so-called ‘‘off-frequency listening.’’

Explanations for the upturn of the CR function at low
frequencies have focused on~a! the additional difficulty of
detecting a tone in noise that has an unsteady temporal en-
velope due to the narrow auditory bandwidth at low frequen-
cies ~Zwicker et al., 1957!, and ~b! the possible frequency
dependence of the factork. Fidell et al. ~1983! presented
evidence for a frequency dependence ofk, and showed how
CR and CB results could be made to agree with one another
if k(f) was given a U-shaped form with a minimum around
500 Hz. More recent notched-noise experiments by Glasberg
and Moore~2000! also suggest a U-shapedk(f).

There might, however, be a simple acoustic cause for the
low-frequency upturn of the CR. The supra-aural headphones
used by Hawkins and Stevens provide poor acoustic cou-
pling to the ear canal at low frequencies. This also holds for
the earphones used by Greenet al. ~1959! and Reed and
Bilger ~1973!, who obtained results similar to Hawkins and
Stevens. Although acoustic losses can be measured and in
principle be compensated for, compensation will fail if both
the effective signal and noise levels become comparable to
the level of internal noise in the auditory system. This could
easily happen at low frequencies where acoustic losses are
augmented with substantial attenuation in the middle ear and
cochlear mechanical short-circuiting effects at the heli-
cotrema. Therefore, it was thought worthwhile to repeat the
measurements of Hawkins and Stevens with insert earphones
that assure effective acoustic coupling with the eardrum,
even at very low frequencies. Moreover, a recent increase in
military use of insert earphones, for noise protection and
effective communication in noisy conditions~Murphy and
Mozo, 1999!, is an additional practical reason to re-evaluate
the effect of such devices on fundamental properties of hu-
man hearing.

II. EXPERIMENTS

Two broadband masking experiments were performed.
In both cases, the masker was diotic continuous spectrally
flat white noise, low-pass filtered at 10 kHz. The signal to be
detected was a diotic tone burst, with frequencies between 30
and 8000 Hz in1

2-octave steps. Presentation was through Ety-
motic ER-2 insert earphones, which have an essentially flat
frequency response between 0 and 10 000 Hz. The two ex-
perimental methods were as follows.

~a! A tracking procedure using 60 signal bursts of 200-ms
duration, including 10 ms on and off ramps, presented
at every test frequency. Pressing or releasing a button
on a response box either made the test tone decrease or
increase by 1 dB with every burst. Subjects were in-
structed to keep the test tone at such a level that it was
barely audible. Thresholds were computed by averag-
ing the sound-pressure levels of the last 30 bursts. Two
traces were measured on four subjects~three young
normal-hearing adults and the author!, against a con-
tinuous background of quiet and of noise at spectral
density levels between 0 and 50 dB in 10-dB steps. A

60-dB contour was measured only on the author.2 Sub-
jects were seated in a sound-insulated chamber. Signals
were generated by analog Tucker Davis Technologies
System-II equipment.

~b! A 2-interval forced-choice adaptive 2-down, 1-up pro-
cedure, with only the author as subject.2 Observation
intervals were marked with lights, where the masker
was continuous and the test tone could be present in
either the first or the second observation interval. Tone
bursts were 300 ms, including 10-ms on and off ramps.
Feedback was provided after each response. The step
size was 1 dB, runs were terminated after 12 reversals,
and thresholds were computed by averaging the levels
of the last 10 reversals. Each set of half-octave thresh-
old points took about 45 min to measure. Two sets
were measured at each noise level, including a quiet
background. The set with the highest noise level was
done in segments to avoid too-long exposures to high-
intensity noise.

III. RESULTS

The raw results of the tracking experiment, plotted the
same way as Hawkins and Stevens, looked sufficiently simi-
lar for each of the four subjects that averaging appeared jus-
tified, with the exception that for the author data, at 8 kHz
below N0, values of 20 dB were not included in the group
average. The results are shown in Fig. 1. The adaptive
forced-choice results looked very similar to the results of
Fig. 1, except that, on average, all contours were 1.5 dB
lower than their tracking equivalents. This is not surprising
since forced-choice procedures typically yield lower thresh-
olds than adjustment or tracking procedures~Reed and
Bilger, 1973!.

IV. DISCUSSION

A. Critical ratio function

Using Eq.~1!, a critical ratio functionW( f ) was com-
puted from the tracking data of Fig. 1, following the same
procedure used by Hawkins and Stevens. The constantk was

FIG. 1. Threshold sound-pressure levels for sinusoidal tones in broadband
noise as a function of signal frequency for eight noise conditions. Thresh-
olds are averages of four subjects and were obtained with a tracking method.
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assumed to be unity, and linear growth of masking was as-
sumed to hold over the entire frequency range forN0 levels
of 30 dB and higher. Values forW were computed from the
averageS/N0 values of the four upper contours at each test
frequency, except that at 30 Hz only the upper contour, at 50,
70, and 90 Hz only the upper two contours, and at 125 Hz
only the upper three contours were used to avoid data points
that might be too close to absolute threshold and might cause
a ‘‘bottom’’ effect.

The results are shown in Fig. 2 as filled circles. A linear
fit to these data points at frequencies between 90 and 8000
Hz, following the general formulas of Greenwood~1961,
1990! and of Glasberg and Moore~1990!, resulted in the
relationship

W~ f !536.43f 134.41, ~2!

(r 250.99), with f given in kHz. It is shown as a solid func-
tion in Fig. 2. Below 90 Hz, data points begin to deviate
strongly from this linear relationship. The reason is that the
model used to compute the CR breaks down. Similar obser-
vations were made by Fidellet al. ~1983!. Potential reasons
for the model breakdown at very low frequencies are~a! the
increasing dominance of absolute over masked thresholds
~seen in Fig. 1 as a convergence of contours below 90 Hz!;
~b! a decrease in mechanical coupling between cochlear fluid
and basilar membrane when the active region approaches the
helicotrema; and~c! an increasing asymmetry in the cochlear
filter as cochlear activity approaches the apex~Greenwood,
1961!. Figure 2 also shows the original CR function com-
puted by Hawkins and Stevens. Deviations of our data from
theirs between 90 and 300 Hz are obvious. Since Reed and
Bilger ~1973! obtained the same function shape as Hawkins
and Stevens did, using pulsed tones in combination with a
4-interval forced-choice adaptive method and supra-aural
headphones, it is unlikely that the different low-frequency
behavior of our results can be attributed to differences in
signal configuration or measurement method. This leaves our
use of insert earphones as the main contributor to observed
differences in CR at low frequencies

A comparison of our present CR results with the classi-
cal critical band ~Zwicker and Terhardt, 1980! and the
equivalent rectangular bandwidth~Glasberg and Moore,
1990! are shown in Fig. 3, where the valuek of Eq. ~1! was
considered frequency independent and empirically set to 0.4
for the best comparison. This simply shifts the entire CR
function upwards without altering its shape, as can be seen
by comparing it with Fig. 2. The CR function derived in the
present experiment appears to approximate the classical CB
function at low, and the ERB function at high frequencies.

A likely explanation for the increasing discrepancy be-
tween the CR and the ERB function at frequencies below
1000 Hz is the frequency dependence ofk. Measurements of
masked thresholds for pure tones in narrow-band noise as a
function of noise bandwidth by van de Par and Kohlrausch
~1999! have shown that, if the bandwidth of masking noise is
increased within the range of the critical band involved,k
decreases at a rate of 1.5 dB per doubling of the bandwidth.
This suggests that detection efficiency is primarily deter-
mined by the variability of the masker energy. For the broad-
band masking used in this study, the variability in masker
energy is determined by the bandwidth of the internal filter,
so thatk is expected to increase by 1.5 dB every time this
bandwidth is reduced by a factor of 2.

This potential explanation was tested by a correction to
the experimental CR function below a 3000-Hz cutoff fre-
quency. Every time the critical bandwidth appeared reduced
by a factor of 2 as indicated by the ERB function,k was
increased by 1.5 dB. The result is the function formed by the
open circles shown in Fig. 3. The ERB and both the uncor-
rected and corrected CR functions were all made to coincide
exactly at 10 000 Hz. The correction in the CR function,
which is based on an independent data-supported model,
makes the critical ratio function match the ERB function
almost perfectly. The only free, empirically determined pa-
rameter of the correction procedure was the cutoff frequency
below whichk begins to change.

FIG. 2. Critical ratio values computed from averaged tracking results~solid
dots!, best linear fit to these values between 90 and 1000 Hz~solid line!, and
critical ratio function determined by Hawkins and Stevens, 1950~dashed
line!. For all results,k was assumed to be unity.

FIG. 3. Equivalent rectangular bandwidth~Glasberg and Moore, 1990!,
critical bandwidth~Zwicker and Terhardt, 1980!, and the critical ratio func-
tion of this study with a constant, frequency-independentk of 0.4. Open
circles represent a correction to this CR function using a frequency-
dependentk below 3 kHz, based on independent evidence.
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B. Linearity of broadband masking

Masking results as shown in Fig. 1 can be replotted to
test the degree of linearity in broadband masking. Figure 4
shows S/N0 levels as a function ofN0 , with signal fre-
quency as parameter. For this purpose the data of the track-
ing and the adaptive procedures were pooled, after all adap-
tive threshold data were increased by 1.5 dB to correct for
the difference in procedure. Adaptive data at 8 kHz forN0

values below 30 dB were discarded.2

If broadband masking behaved linearly, all replotted
contours should have zero slopes. This appears to be true for
contours corresponding to frequencies below 1000 Hz, with
the exception of the 250-Hz contour which steeply increases
at low noise levels~absolute threshold ‘‘bottom’’ effect!. All
contours for signal frequencies above 1000 Hz, however,
show a positive slope, at least within anN0 range of 20 to 60
dB. A linear regression on the contours of 2000, 4000, and
8000 Hz yielded an average slope of 0.12 dB/dB. This find-
ing appears consistent with the results of Reed and Bilger
~1973!, who found flat contours for signal frequencies of 250
and 500 Hz, and positive slopes between 0.07 and 0.14
dB/dB for frequencies between 1000 and 8000 Hz. There is,
however, recent evidence from notched-noise masking
~Baker, Rosen, and Darling~1998!; Glasberg and Moore
~2000! and pulsation threshold measurements~Plack and Ox-
enham, 2000! that basilar-membrane nonlinearity extends to
frequencies well below 1000 Hz. This apparent discrepancy
deserves further investigation.

V. CONCLUSIONS

The following conclusions can be drawn from the results
of this study.

~a! Discrepancies between estimates of auditory frequency
resolution using critical ratios and those using critical
band or ERB measures can be accounted for by a lack
of sufficient acoustic coupling at low frequencies in
several of the classical critical ratio experiments.

~b! The concept of linearity of broadband masking holds
for frequencies below 1000 Hz, but not for frequencies
beyond. Aural frequency resolution can not, therefore,
in principle, be accurately represented by a single
intensity-independent CR function. Intensity dependen-
cies of S/N0 thresholds~or, equivalently, CRs! above
1000 Hz are in the order 1 dB for every 10-dB increase
in background noise power.
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This letter is a comment on Coltman’s@J. Acoust. Soc. Am.114, 1221 ~2003!# letter describing
increased acoustic losses for a water-saturated air mixture in a tube. Recent publications are
referenced which supply the necessary theoretical background to calculate the attenuation of sound
in an inert gas–vapor mixture enclosed in a wet-walled tube. It is shown that these references are
sufficient to analyze the results presented by Coltman. ©2004 Acoustical Society of America.
@DOI: 10.1121/1.1645612#
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This Comment provides references of which Coltman1

was unaware, but which provide a theoretical complement to
his experimental results. Extensive theoretical analysis has
been published that allows detailed prediction of the attenu-
ation of sound in a vapor-saturated inert gas mixture en-
closed in a wet-walled tube. This theoretical analysis is little
more complicated than predictions of attenuation of sound in
a dry gas enclosed in a tube. Predicted increases in attenua-
tion due to the presence of water-saturated air agree very
well with those presented by Coltman.

Coltman describes the internal physical environment of
a wind instrument as water-saturated air with liquid water
coating the instrument walls. He correctly surmises that an
evaporation–condensation process can occur during the
acoustic cycle at the interface between the saturated mixture
and the liquid layer lining the tube wall. When the acoustic
wave causes a rarefaction of the mixture, the partial pressure
of vapor within the mixture drops below the vapor pressure
at the wet wall, thus causing vapor molecules to evaporate
from the liquid layer and diffuse into the mixture. When the
acoustic wave causes a compression of the mixture, the par-
tial pressure of the vapor within the mixture rises above the
vapor pressure at the wet wall, thus causing vapor molecules
to diffuse through the mixture to condense on the wet wall.
The act of molecular diffusion is a loss mechanism and will
result in an increased attenuation of the sound wave within
the tube.

The experimental setup described by Coltman consists
of a 93-cm-long copper pipe with a smooth inside diameter
of 19 mm. This pipe is closed at one end with a piston driver
and at the other by a microphone. The pipe was cleaned and
the air inside dried using a desiccant. The first two resonance
modes of this system filled with dry air at atmospheric pres-
sure and a room temperature of 24 °C were measured to be
186 and 374 Hz. Measurement of the Q of these resonances
yield attenuation coefficients for dry air of 0.0463 Np/m for
186 Hz and 0.0637 Np/m for 374 Hz. The system was then
wetted by either breathing into the pipe or by the use of an
atomizer, both of which result in a saturated mixture and a
thin layer of liquid coating the pipe wall. This thin liquid
layer will act as a site for evaporation–condensation during
the acoustic cycle. Coltman then measures the Qs for the

same resonance frequencies and calculates the changed at-
tenuation coefficients. These new attenuation coefficients for
water-saturated air were larger by 3.5% for the first mode
and 4.6% for the second mode.

The most important type of attenuation that must be con-
sidered when analyzing this problem is the attenuation
caused by viscous, thermal, and diffusive energy transport
from the gas mixture to the tube wall. A recent series of
papers addressing the effect of evaporation–condensation on
sound propagation in wet-walled tubes is applicable.2–4 The
calculations have also been extended to predict sound attenu-
ation in wet tubes for application to soils and thermoacoustic
refrigeration. Of most interest for comparing to the measure-
ments of Coltman is Ref. 2, which derives an expression for
the complex wave number squared for an inert-gas–vapor
mixture in a wet-walled tube, Eq.~44!, with no temperature
gradient along the tube wall. Equation~44! from Ref. 2 may
be simplified for an air–water vapor mixture by noting that
the thermal diffusion ratio,kT , is very small and may be
ignored. This simplification results in an expression for the
wave number squared which is dependent on the viscous,
thermal, and diffusive energy transport processes for the
given geometry and gas properties and is reproduced here

k25
g

F~lm!

v2

c2 F11
n2

n1
2

g21

g
F~lT!2

n2

n1
F~lD!G , ~1!

wherelm5RArv/m is the dimensionless shear wave num-
ber, lT5RArvcp /k is the dimensionless thermal wave
number, andlD5RAv/D12 is the dimensionless diffusion
wave number withR given by the tube radius. The pore
geometry is characterized by the porous media dissipation
functionF(l j )512 (2/Ail j )@J1(Ail j )#/@J0(Ail j )# for cy-
lindrical tubes with j 5m,T,D and theJs denoting Bessel
functions of the zeroth- and first order. Thermodynamic
properties of the gas mixture include the ratio of specific
heats,g, the ambient speed of sound,c, the angular fre-
quency,v, the mixture density,r, the mixture viscosity,m,
the mixture heat capacity,cp , the mixture thermal conduc-
tivity, k, the mixture diffusion coefficient,D12, and the num-
ber density of the gas and vapor,n1 and n2 , respectively.
The mixture properties for a saturated air and water vapor
mixture at a total pressure of 1 atmosphere and a temperature

971J. Acoust. Soc. Am. 115 (3), March 2004 0001-4966/2004/115(3)/971/2/$20.00 © 2004 Acoustical Society of America



of 24 °C may be calculated as indicated in Ref. 2. Note that
the equation above allows for calculation of the saturated-air
attenuation coefficient as well as the dry-air attenuation co-
efficient. In the dry-air case, the terms that arise due to mo-
lecular diffusion are removed by noting that the number den-
sity of vapor goes to zero for dry air. Bulk attenuation within
the gas mixture due to acoustic energy transport to the vibra-
tion and rotational modes of the nitrogen and oxygen mol-
ecules is negligible for this situation and is only mentioned
for completeness.5,6

Using these references it is possible to predict the at-
tenuation for a water vapor-saturated air mixture at one at-
mosphere total pressure at 24 °C in a 19-mm-diameter pipe.
Table I contains the calculated attenuations and compares the
values for the wet-walled case to the dry-walled case. It is
found that the total attenuation due to viscous, thermal, dif-
fusive, and bulk energy transport is indeed larger than the
attenuation found for the dry air at the same frequencies. The
table displays the frequencies examined in column 1, attenu-
ation due to energy transport at the tube wall for dry air in
column 2, the attenuation due to energy transport at the tube
wall for saturated air in column 3. Column 4 contains the

predicted percent increase in attenuation at the given fre-
quency due to the presence of water-saturated air. This
theory from Refs. 2–4 accurately predicts an increased at-
tenuation that is of the same size as presented by Coltman for
the given frequencies.

In conclusion, relevant references have been given for
the theoretical modeling of an inert gas–vapor mixture in a
tube. These references accurately describe the measured in-
crease in attenuation for a water-saturated air mixture as
measured by Coltman. These references indicate that the
complex wave number squared for sound propagation in a
wet-walled tube housing a vapor-saturated gas mixture is
little more complicated than similar expressions for a dry-gas
mixture with both wet and dry expressions being easy to
calculate and compare to experimental results.

1J. W. Coltman, ‘‘Acoustical losses in wet instrument bores,’’ J. Acoust.
Soc. Am.114, 1221~2003!.

2R. Raspet, C. J. Hickey, and J. Sabatier, ‘‘The effect of evaporation–
condensation on sound propagation in cylindrical tubes using the low
reduced frequency approximation,’’ J. Acoust. Soc. Am.105, 65–73
~1999!.

3C. J. Hickey, R. Raspet, and W. V. Slaton, ‘‘Effects of thermal diffusion on
sound attenuation in evaporating and condensing gas–vapor mixtures in
tubes,’’ J. Acoust. Soc. Am.107, 1126–1130~2000!.

4W. V. Slaton, R. Raspet, and C. J. Hickey, ‘‘The effect of the physical
properties of the tube wall on the attenuation of sound in evaporating and
condensing gas–vapor mixtures,’’ J. Acoust. Soc. Am.108, 2120–2124
~2000!.

5H. E. Bass, L. C. Sutherland, A. J. Zuckerwar, D. T. Blackstock, and D. M.
Hester, ‘‘Atmospheric absorption of sound: Further developments,’’ J.
Acoust. Soc. Am.97, 680–683~1995!.

6H. E. Bass, L. C. Sutherland, A. J. Zuckerwar, D. T. Blackstock, and D. M.
Hester, ‘‘Erratum: Atmospheric absorption of sound: Further develop-
ments,’’ J. Acoust. Soc. Am.99, 1259~E! ~1996!.

TABLE I. Attenuation in dry and water saturated air with predicted percent
increase for one atmosphere of total pressure and 24 °C in a 19-mm-
diameter tube.

Frequency
~Hz!

aDry wall

~Np/m!
aWet wall

~Np/m!
Percent
increase

186 0.0423 0.0433 2.4%
374 0.0597 0.0611 2.3%
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Corrections for equations contained in a recent paper@Li et al., J. Acoust. Soc. Am.111~3!, 1251–
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In a recent paper, Liet al. @J. Acoust. Soc. Am.111~3!,
1251–1258~2002!# developed a model for electro-acoustic
conversion efficiency for an electrically driven thermoacous-
tic refrigerator. In the model they employed a transfer func-
tion formulation, shown in their Fig. 5. From this formula-
tion, the authors obtain several relations, primarily aimed at
obtaining the electro-acoustic conversion efficiency.

First, some corrections are appropriate. In the paper,
Eqs.~8! and~10! are missing a factor ofK in the numerator.
Equation~9! is missing a factor ofK•(Bl) in the numerator.
In the development of subsequent equations, interpretation of
the paper becomes more difficult because of what appear to

be two definitions of the variableUc(s). Uc(s) is first de-
fined in the text, and explicitly in Fig. 5 to be ‘‘...the voltage
on the output side of the amplifier...’’ Later, in the text im-
mediately leading Eq.~11!, which is the first mathematical
expression containingUc(s), the authors appear to establish
a second definition, such that this quantity represents ‘‘coil
voltage.’’

Assuming the first definition ofUc(s), Eq.~11! in the Li
paper is observed to be in error, since this equation must
simply reduce to the factorK for the case when one chooses
H(s)50. For this case the correct form of the equation is
given by

Uc~s!

U~s!
5

K$~LCs21RCs11!~11Gm~s!AGPV~s!!1Bl2Gm~s!Cs%

~LCs21RCs11!~11Gm~s!AGPV~s!!1Bl~Bl1KH~s!!Gm~s!Cs
. ~1!

Assuming the second possible definition ofUc(s), and here this second definition shall be renamed asUcoil(s), then Eq.~11!
in the Li paper is also in error. This is most readily observed again in the limiting case whereH(s) is zero. For such a case,
the equivalent electrical impedance of the postamplifier system is

Zeq5
1

Ge~s!
1Bl2S Gm~s!

11Gm~s!AGPV~s! D . ~2!

Then, the ratio of the postamplifier voltage to the coil voltage can be equivalently expressed as the ratio of the impedance with
and without the series capacitance. SinceUc(s)5KU(s), whenH(s)50 this results in a form closest to Eq.~11! in the Li
paper in

Ucoil~s!

Uc~s!
U

H(s)50

5
Ucoil~s!

KU~s!
5

Cs$~Ls1R!~11Gm~s!AGPV~s!!1Bl2Gm~s!%

~LCs21RCs11!~11Gm~s!AGPV~s!!1Bl2Gm~s!Cs
. ~3!

One may see in Eq.~11! of the Li paper thatK appears only
in products ofH(s). Using only the transfer function formu-
lation presented in the Li paper, it is does not appear straight-
forward to formulate a full corrected version of Eq.~11! for

this second possible definition.
The equations referenced are combined to produce their

result for efficiency shown in Eq.~13!, which may be recog-
nized to be in error since the second term in the denominator
is dimensionally incompatible. If we define here a new quan-
tity, FUp2a,I , to be the phase angle between thepostampli-
fier voltage and the current, a correct replacement for the Eq.
~13! by Li et al. is given here in Eq.~4!, after some further
discussion.

a!Electronic mail: rws100@psu.edu

973J. Acoust. Soc. Am. 115 (3), March 2004 0001-4966/2004/115(3)/973/3/$20.00 © 2004 Acoustical Society of America



With FUcI defined as the phase betweencoil voltage and
current, as described in the Li paper, Eq.~13! in the Li paper
can be corrected with the addition of a factor ofGm(s) in the
second term of the denominator if the series capacitor is
omitted, since this case collapses to our Eq.~4!. With this
correction it is believed that this equation also produces the
correct solution when a capacitoris present, because one
does not expect a series electrical nondissipative element to
have any effect on the efficiency, and one expects the impact
on efficiency ofH(s) to be tantamount to varying the input
voltage on an assumed linear system.

About their result in Eq.~13!, the authors of the paper
observe that ‘‘...the capacitanceC does not appear in Eq.

~13!. This shows that the addition of a capacitor in series
with the coil does not affect the efficiency.’’ This observation
is in concert with established theory.1,2 However, the empha-
sis on the capacitance, and lack of mention of the role of the
machine inductance, could be misleading, since it too has no
impact on the efficiency. In fact, it is not necessary, as ap-
pears to have been the goal in formulating the equations, to
try isolate the capacitanceC. Using Uc(s) and the other
variables as defined in the paper, andFUp2a,I , which as a
reminder is the phase between the postamplifier voltage
Uc(s) and the current, the following equation for efficiency
results:

h~s!5
AuGPV~s!u~Bl !2uGm~s!u2 cos~FPV!

u@11AGPV~s!Gm~s!#uu~Ls1R11/Cs!@11AGPV~s!Gm~s!#1~Bl !2Gm~s!ucos~FUp2a,I !
. ~4!

In this case, whileL andC appear explicitly in the equation,
they also appear implicitly in cos(FUp2a,I), as is true forL in
cos(FUcI) in the Li paper, in such a manner as to cancel any
impact on efficiency. An alternate form for the efficiency
shows this more explicitly. Again, using the block variables
from the Li paper, and defining for convenience the quantity
which appears in a block in Fig. 5~b!

GB~s!5
Gm~s!

@11AGPV~s!Gm~s!#
, ~5!

the efficiency is

h~s!5
Re~A•GPV~s!!

ReS 1

GB~s! D1S 1

~Bl !2uGB~s!u2DReS 1

GE~s! D
, ~6!

whereGE represents the blocked electrical admittance of the
transducer and a series capacitor, as defined in their paper.
Since only the real part of (1/GE(s)) enters this equation, the
series electrical impedance associated with the coil induc-
tance and the capacitor are explicitly seen to have no impact
on the efficiency.

In Fig. 6 of the Li paper, the authors compare predicted
and measured efficiency using their model. Assuming the
authors have correctly calculated the efficiency, the result
shows a notable difference between the frequency~approxi-
mately 1.3 Hz or;1%) and predicted magnitudes~16%
relative error! for the location and magnitude of the effi-
ciency, although the two curves are not identified in the plot.
It is also not clear howGPV was obtained for the model, to
compare the model and the measurement. The differences
apparent in Fig. 6 might be attributed to nonlinearity or fre-
quency dependence in the motor parameters, but the authors
make no comment on the origin of the discrepancy.

This same model is also exercised to predict the opti-
mum efficiency for an electrodynamic source that drives a
thermoacoustic resonator having a resonance frequency that
is roughly twice the expectedin vacuomechanical resonance

frequency of the source. Their model predicts a maximum
electro-acoustic conversion efficiency of 27.4%. Theory pre-
dicts that 70 percent is possible, based on the source param-
eters given in their Table I, for a properly coupled source.
They state that a ‘‘mere 0.8-Hz change in frequency’’ from
the optimum efficiency point to the acoustic resonance re-
sults in a factor-of-4 reduction in efficiency, to 7.4%.

The conclusion that the authors reach, based in part on
their model predictions, is that ‘‘...the acoustic resonance fre-
quency does not match the frequency for optimal effi-
ciency...’’ This is undoubtedly true. In practical systems,
however, the magnitude of the impact is substantially smaller
than this model might suggest and is often negligible. Our
experience3 indicates that for practical systems~i.e., systems
with optimum achievable efficiencies very near the theoreti-
cally achievable electro-acoustic conversion efficiency, based
on the driver parameters!, that the ‘‘indirect efficiency con-
trol’’ employed by Hofler4 and others5,6 can work very well
~i.e., tracking and operation at the acoustic resonance! and
can produce efficiencies often reaching within measurement
error ~a fraction of a percent! of the predicted optimum
achievable efficiency. In general, this optimum will occur at
some frequency slightly different than the acoustic resonance
for the case when the source mechanical and acoustic reso-
nance frequencies are close but not exactly the same. Given
the relative simplicity of tracking the acoustic resonance, and
the fact that the penalty is negligible for not directly detect-
ing the maximum efficiency, tracking the acoustic resonance
is an effective and practical engineering strategy.

In observing that the acoustic resonance does not corre-
spond to the optimum efficiency, and the substantial degra-
dation in efficiency for their modeled system corresponding
to operating at acoustic resonance, Liet al. cite Hunt2 in
support to say ‘‘While it is customary to assume that the
maximum in efficiency always occurs at ‘resonance,’ a closer
examination of Eqs. (4.19) and (4.20) reveals that a still
higher efficiency can be obtained for some other value of
frequency or reactance than the one for which p505XM

974 J. Acoust. Soc. Am., Vol. 115, No. 3, March 2004 Robert W. M. Smith: Letters to the Editor



1XL .’’ In fact, Hunt points out that this higher efficiency is
only available for transducers that have complex~as opposed
to purely real! transduction coefficients. An imaginary com-
ponent in the transduction coefficient does not appear to be
modeled by Liet al., per the parameters in their Table I, or
elsewhere in the paper. Our measurements of transducers of
similar design from the same supplier exhibit a negligible
complex component in the transduction coefficient.7 For
transducers with real transduction coefficients, any nonzero
combined acousto-mechanical reactance experienced by the
source reduces the efficiency from what theoretically could
have been achieved.
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Reply to ‘‘Comment on ‘Adaptive tuning of an electrodynamically
driven thermoacoustic cooler’ ’’ [J. Acoust. Soc. Am. 111,
1251–1258 (2002)] (L)

Yaoyu Li,a) In-Su Paek, George T.-C. Chiu, Luc G. Mongeau, and James E. Braun
Ray W. Herrick Laboratories, 140 South Intramural Drive, West Lafayette, Indiana 47907-2031

~Received 4 November 2003; accepted for publication 8 November 2003!

This Letter is a response to the comments by Smith on the paper published by Liet al. entitled
‘‘Adaptive tuning of an electrodynamically driven thermoacoustic cooler.’’ Some editorial errors in
the original paper are corrected. Some confusing notations are clarified and an additional discussion
is provided. Questions about the generality of the results are clarified by the author’s comments.
© 2004 Acoustical Society of America.@DOI: 10.1121/1.1647512#

PACS numbers: 43.35.Ud, 43.58.Fm, 43.38.Dv@RR# Pages: 976–979

The author’s comments on the paper published by Li
et al., entitled ‘‘Adaptive tuning of an electrodynamically
driven thermoacoustic cooler,’’1 are gratefully acknowl-
edged. These comments2 outline editorial errors in the origi-
nal paper, and offer additional insight on the impact of tuning
the system to operate at the acoustic resonance frequency as
opposed to the frequency at which the system reaches maxi-
mum efficiency. Questions about the generality of the results
are clarified by the author’s comments. Corrections and ad-
ditional discussion are provided in the following reply.

Flaws in the notation and editorial errors in the equa-
tions were indeed present, as correctly pointed out in Ref. 2.
These errors, however, did not affect the accuracy of the
results. The main conclusions and contributions of Ref. 1 are
thus not invalidated by the mistakes. The notationUc(s) is
indeed misleading based on Fig. 1 and Fig. 5 as they ap-
peared in Ref. 1. A transformer was used to enhance the
current output of the audio power amplifier shown in Fig. 1
of Ref. 1. The combination of the audio amplifier and the
transformer is considered as the power amplification unit for
the driver. Considering the voltage output of the audio am-
plifier alone is unnecessary. So the gainK in Fig. 5 should be
the gain for the concatenation of the audio amplifier and the
transformer. The output of theK block is therefore not the

coil voltage, but the voltage across both the capacitor and the
coil. The coil voltage is not explicitly shown in the original
block diagram. Therefore, the output of theK block should
have been labeled asUout(s) in place ofUc(s) in Fig. 5 of
Ref. 1, as correctly pointed out in Ref. 2. A corrected version
of Figs. 1 and 5 of Ref. 1 are shown in Figs. 1 and 2 in this
Letter. Note thatUc(s) was taken as the coil voltage in the
efficiency derivation.

There were indeed errors in Eqs.~8!–~13! of Ref. 1, as
pointed out in Ref. 2. The correct expressions, however, were
used in the calculations. In the simulation program used for
efficiency modeling, the gainK was not explicitly included
in the equations because it cancels out anyway. This omis-
sion was unfortunately carried over in the write-up, which
explains why the gainK was wrongly omitted in Eqs.~8!–
~11!. In the program, the variables were calculated in a se-
quential manner instead of using closed form equations. The
quantity V(s) was calculated first, and thenP(s)
5Gpn(s)* V(s) was calculated. Equation numbers refer to
the numbering in the original paper, Ref. 1.

There was indeed a missing (Bl) term in Eq.~9!. The
corrected transfer function between the input voltageU(s)
and the output voltage of the combined power amplifier is

Uout~s!

U~s!
5

K$~LCs21RCs11!@11AGPV~s!Gm~s!#1~Bl !2Gm~s!Cs%

~LCs21RCs11!@11AGPV~s!Gm~s!#1~Bl !@Bl1KH~s!#Gm~s!Cs
. ~9!

The transfer function for the coil voltage was calculated usingUc(s)/U(s)5Uout(s)/U(s)2@ I (s)/U(s)#(1/Cs).
Equation~11! should be corrected as follows:

Uc~s!

U~s!
5

KCs$~Ls1R!@11AGPV~s!Gm~s!#1~Bl !2Gm~s!%

~LCs21RCs11!@11AGPV~s!Gm~s!#1~Bl !@Bl1KH~s!#Gm~s!Cs
, ~11!

with an additional term in the numerator. The insertion of aKH(s) term in the numerator of the original Eq.~11! was again
a mistake, possibly the result of copying variable blocks in the Equation Editor. Based on the above corrections, Eq.~12!
should be

a!Electronic mail: liyaoyu@ecn.purdue.edu
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h~v!5
AuGPV~s!u~Bl !2uGm~s!u2 cos~FPV!

u11AGPV~s!Gm~s!uu@Ls1R#@11AGPV~s!Gm~s!#1~Bl !2Gm~s!ucos~FUcI!
. ~12!

The effects of capacitance on efficiency may be conve-
niently highlighted based on the following expression for the
transfer function between the coil voltage and the coil cur-
rent:

Uc~s!

I ~s!
5

~Ls1R!@11AGPV~s!Gm~s!#1~Bl !2Gm~s!

11AGPV~s!Gm~s!
,

based on the corrected Eq.~11! and Eq. ~10!. The term
cos(FUcI) should not be affected byC, the capacitance. The
electrical power is obtained fromUc(s) and I (s). Since the
capacitor does not consume any electrical power, using
Uout(s) in the place ofUc(s) yields the same electrical
power and thus the same efficiency.

The capacitanceC was introduced to tune the electrical
resonance closer to the operating frequency of the system.
The benefit was the amplifier input needed was smaller, and
input saturation could be avoided. This naturally brought up
the question of whether varying capacitance would also
change the driver efficiency. The expression for efficiency,
Eq. ~13! in Ref. 1, is a convenient way of showing that it
cannot. The author’s observation that inductors do not con-
sume energy either is of course correct, and fairly obvious
~and not too misleading!. Inductors and capacitors are both
energy storage components, so neither of them should affect
electric power in the efficiency calculation. However, the
choice of voltage in the power computation can help isolate
the effect of capacitor and inductor in the resulting efficiency
expression. The analysis in Ref. 1 used the voltage across the
coil, i.e., the voltage across the inductor and the resistor of
the coil including the back-emf. This quantity is directly
measurable, and allows the isolation of the effect of the ca-
pacitor. If the voltage across the resistor alone including the
back-emf is selected, as in Ref. 2, neitherL nor C appear in
the efficiency expression. Furthermore this voltage cannot be
measured physically.

About the discrepancies between model predictions and
experimental data. In Fig. 6 of Ref. 1, the dashed line was
the measured curve while the solid was the predicted curve.

The legend was omitted by the printer~a legend was pro-
vided in the typescript!. Gpn was obtained by measuring the
pressure-to-velocity ratio at the driver within the vessel of
the thermoacoustic cooler prototype. Commercially available
piezoelectric accelerometers and pressure transducers were
used. There are many factors that can contribute to the dis-
crepancies between prediction and measurement, including
non-linearity and frequency-dependence as mentioned in
Ref. 2, and also the inaccuracy of model parameters. A tem-
poral drift in parameter values was omnipresent, due to me-
chanical relaxation under load and the deformation of certain
components like the springs.

It is important to note that the motivation for the model
was not to provide accurate predictions, but to emphasize the
following points: ~1! the application of a straightforward
acoustical feedback scheme based on readily measured pres-
sure, velocity, coil current and voltage alone cannot success-
fully improve the efficiency of the system in the configura-
tion used in the experiments, as shown by the analysis;~2!
the use of a capacitor to alter the input electrical resonance
frequency and reduce the required input level from the audio
amplifier does not adversely impact efficiency; and~3! the
frequency dependency of the driver efficiency peaks sharply,
and thus a nontrivial loss of efficiency is possible due to
parameter variations, at least for the system used. An in-
depth discussion of Fig. 6 was omitted to emphasize the
main result of the paper, i.e., the active control study. Con-
sequently, more emphasis was placed on the comparison be-
tween the time–domain and the frequency–domain methods
of calculating efficiency, as shown in Fig. 4, because of the
need for accurate on-line efficiency computations. If analyti-
cal models could provide very consistent and accurate pre-
dictions of the system behavior, there would be no reason to
do feedback control. High fidelity predictions were not ex-
pected nor needed for the purposes of the study reported in
Ref. 1.

About the importance of tuning for maximum efficiency

FIG. 1. Modified version of Fig. 1 in Ref. 1 clarifying the definitions ofUc

andUout .
FIG. 2. The modified version of Fig. 5 in Ref. 1.~a! Acoustic driver; and~b!
acoustic driver with velocity feedback.

977J. Acoust. Soc. Am., Vol. 115, No. 3, March 2004 Li et al.: Letters to the Editor



rather than to main acoustic resonance. The emphasis of the
research in Ref. 1 was not to find the best spring to maximize
driver efficiency. The problem of interest was the following:
given a certain driver and a duct~so the setup is frozen!, how
can the best possible efficiency be maintained. To demon-
strate that, it does not matter if the driver is working in an
optimized configuration or not. In general, the best achiev-
able efficiency is neither the one that can be obtained after
optimizing the duct length for a given driver, nor the one that
can be obtained after optimizing the driver stiffness for a
given vessel.

Wakeland’s equation indeed predicts around 70% opti-
mal efficiency:

hmax5

A Bl2

ReRm

1121

A Bl2

ReRm

1121

5

A 92

0.11325
1121

A 92

0.11325
1111

50.693.

The driver’s linear parameters, shown in Table 1 of Ref. 1,
were measured for the unsprung driver~this can be checked
by calculating the undamped natural frequency of the driver,
which is about 34 Hz!. The measured driver parameters are
appropriate only in the vicinity of the driving frequency~34
Hz!, and for similar coil displacement amplitude. The elec-
trical resistance increases with the operating frequency due
to eddy currents. The parametersRm andBl in Table 1 were
obtained for much larger piston displacements than for the
measurements reported in Ref. 1. After the resonator was
assembled with the additional leaf springs, it became clear
that the 70% efficiency could not be achieved around the
operating frequency.

The term ‘‘optimum efficiency’’ in Ref. 1 therefore re-
fers to the best driver efficiency, 27%, achievable for given
driver parameters without optimization. It is much lower
than the best achievable efficiency, 70%, because the piston
area was too large. A driver efficiency closer to the best
achievable efficiency, per the optimization method of
Wakeland,2 would require the piston area to be changed~a
major redesign!. The objective of the paper, again, was not to
optimize the driver parameters to achieve 70% of efficiency
but to develop a tool to estimate the driver efficiency online,
estimate the equivalent driver parameters, and maintain the
best possible efficiency with the hardware available.

It is true that the efficiency bandwidth when the me-
chanical resonance frequency and the acoustic resonance fre-
quency are very close to each other~i.e., the piston diameter
is properly chosen for the target optimal frequency! is rela-
tively broader than when in the situation reported in the
study of Ref. 1. The maximum efficiency still occurs slightly
off resonance, but the difference between operating at reso-
nance and off resonance could be relatively smaller com-
pared to the situation reported in Ref. 1. This is supported by
Fig. 5.8 in Ref. 3, and Fig. 8.2 in Ref. 4. The same trends
were also made apparent in our own optimization studies
using DeltaE. Note, however, that linear models, neverthe-

less, predict some performance degradation away from the
tuned frequency, and it is reasonable to assume that some
adaptive tuning is needed in many circumstances anyway.
The case reported in Ref. 1 may represent a ‘‘worse case
scenario,’’ exacerbating the need for active tuning.

The issue of phase-lock loop versus direct efficiency
measurement was discussed. In Ref. 1, the simulation was
done for a spring stiffness of 300 kN/m, about four times the
nominal stiffness shown in Table I. Using the nominal stiff-
ness did not cause the results to be much different from the
results shown in the paper. It would be interesting to find out
under what conditions, or for what kind of parameter com-
bination, this discrepancy is significant, and to what extent. It
is mentioned that Hofler and other studies have shown an
excellent match. This is most likely due to the very good
match between driver and duct resonance frequencies. It
seems moreso, considering the discussion on the transduc-
tion coefficients in the next paragraph. Their transducers
were well tuned to have transduction coefficients with a neg-
ligible complex component, and the consequence was that
their maximum achievable efficiency was very close to the
theoretical maximum. The resonance frequency matched that
corresponding to the maximum efficiency very well.

The author of the comments is correct in observing that
the citation of the following sentence; ‘‘While it is customary
to assume that the maximum in efficiency always occurs at
‘resonance’ a closer examination of Eqs. (4.19) and (4.20)
reveals that a still higher efficiency can be obtained for some
other value of frequency or reactance than the one for which
p505XM1XL’’ from Hunt’s book5 is not really appropriate
to explain why the maximum efficiency for a certain combi-
nation of driver parameters is not at the acoustic resonance
frequency. TheXM1XL50 condition is possible when both
XM and XL are zero. This occurs when the mechanical and
the acoustical resonance frequencies are matched, and the
driver is operated at the resonance frequency. TheXM1XL

50 condition is also achieved when2XM5XL , and at this
condition, the driving frequency is neither at the mechanical
resonance frequency nor at the acoustic resonance frequency.
For both cases, thep505XM1XL condition is satisfied.
The Li et al. case corresponds to the condition2XM'XL .
This is because the driver parameters are not optimized, and
the 2XM5XL condition cannot be satisfied.

The cited sentence means that the efficiency can be
greater whenXM1XL52RemXem/Re .

This equation was obtained by setting the derivative of
the denominator of the efficiency equation in Hunt’s book
@Eq. ~4.19! or from Eq.~4.20!# to zero.Rem andXem in the
equation represent the real part and the imaginary part of the
force constant,Bl, respectively. This condition is only pos-
sible whenBl is complex, as mentioned in Ref. 5.

In summary, the results presented in Ref. 1 are correct
despite some unfortunate errors in the equations. Some of the
conclusions reached in the same study may not necessarily
be generalized to other systems that have been tuned to
achieve a greater efficiency. The discussion provided by the
author of Ref. 2 helps clarify these points. As the authors of
Ref. 2 pointed out that with careful design and matching
parameters, one can come very close to the theoretical maxi-
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mum efficiency. However, the fact that very careful design
and precise parameter matching is needed imply that the
maximum efficiency is very sensitive to these system param-
eters. In actual commercialization of the device, manufactur-
ing tolerance, variations in operating conditions, and compo-
nent aging will inevitably cause a sub-optimal result. The
cost of custom manufacturing custom parts or custom tuning
of each device will significantly increase the cost of such a
device. We want to stress that the tuning technique presented
in Ref. 1 was not developed to replace careful and hardcore
understanding and modeling of the process. The tuning tech-
nique is to provide options to complement the continuing
development of the technology by demonstrating that there

are methods to handle variability and uncertainties that are
unavoidable in the deployment of such technology.
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Sound wave channelling in near-critical sulfur
hexafluoride (SF6)

Stefan Schlampa) and Thomas Rösgen
ETH Zürich, Institute of Fluid Dynamics, Switzerland

~Received 13 February 2003; revised 10 December 2003; accepted 23 December 2003!

Strong density and speed of sound gradients exist in fluids near their liquid-vapor critical point
under gravity. The speed of sound has an increasingly sharp minimum and acoustic waves are
channelled within a layer of fluid. Geometrical acoustic calculations are presented for different
isothermal fluid columns of sulfur hexafluoride (SF6) under gravity using a semiempirical crossover
equation of state. More than 40% of the emitted acoustic energy is channelled within a 20 mm high
duct at 1 mK above the critical temperature. It is shown how, by changes in temperature, frequency,
and gravitational strength, the governing length scales~wavelength, radius of ray curvature, and
correlation length of the critical density fluctuations! can be varied. Near-critical fluids allow
table-top sound channel experiments. ©2004 Acoustical Society of America.
@DOI: 10.1121/1.1648319#

PACS numbers: 43.20.Dk, 43.20.Mv, 64.60Fr@RR# Pages: 980–985

NOMENCLATURE

Fluid and equation of state parameters

a speed of sound
A Helmholtz free energy
Ãj parameters for analytic background of

Helmholtz free energy (j 50,...,4); see
Table I

c, cr , ct , d1 scaling field coefficients; see Table I
Cv , Cp specific heats at constant volume and

pressure
M densitylike order parameter; defined by

Eq. ~6!
p pressure
t temperaturelike order parameter; de-

fined by Eq.~5!
T Temperature
ū crossover parameter; see Table I
u* universal fixed-point coupling constant;

see Table I
V volume
Y crossover function; defined by Eqs.~9!

and ~10!
Tc , rc , pc temperature, density, and pressure at

liquid-vapor critical point; see Table I
x susceptibility
k proportional to fluctuation-induced por-

tion of the inverse correlation length;
defined by Eq.~10!

m specific chemical potential
j correlation length of critical density

fluctuations

r density
L dimensionless cutoff wave number; see

Table I
ac , nc , gc , hc critical exponents; see Table I
a05, a06, a14, a22 parameters from classical mean-field

theory; see Table I
DS , DA critical exponents of symmetric and

asymmetric correction terms; see Table
I

m̃ j parameters for analytic background of
chemical potential (j 50,...,4); see
Table I

T, D, U, V, K rescaling functions, defined by Eq.~8!

Acoustics parameters

f frequency of acoustic source
g constant of gravity~59.81 m/s2!
h height of duct~520 mm!
n̂ unit vector perpendicular to wavefront
R, R1, R2 range of loop, range of upper/lower cycle sec-

tion
r radius of curvature of rays
r min defined by Eq.~16!
s5(sx,sy,sz) wave slowness vector~5n̂/a for fluid at rest!
t time
x5(x,y,z) coordinate vector
Y crossover function; defined by Eqs.~9! and

~10!
h waveguide efficiency
l wavelength of acoustic waves (5a/ f )
t, t1, t2 propagation times associated withR, R1, and

R2

a!Author to whom correspondence should be addressed; Electronic mail:
schlamp@ifd.mavt.ethz.ch
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I. INTRODUCTION

Bending of waves occurs when the gradient of the
propagation speed in the direction perpendicular to the direc-
tion of propagation is nonzero. In this case, the wave bends
in the direction of smaller propagation speeds. This is ob-
served at interfaces as well as for smooth gradients. Con-
sider, for example, optical lenses made from glass of
smoothly varying index of refraction or the phenomenon of
sound shadows after big explosions.1 Assuming that the
speed of wave propagation only varies in one direction and
that it has a local minimum, rays can be channelled within a
finite material layer. If no such minimum exists, but if the
propagation speed decreases towards an interface~e.g., water
surface! then the waves are reflected at the interface and
channelling is possible, where the interface represents one
boundary of the wave channel. Wave channelling purely by
means of reflection~e.g., in an optical fiber! is also possible.
Waveguides involving the reflection from an interface are not
considered as wave channelling devices for the purpose of
this work. Interest in sound wave channelling has mostly
focused on underwater sound propagation in the context of
long-range communication,2–5 submarine detection and de-
tection avoidance, and global temperature sounding.6 Peder-
senet al.7,8 examine a range of sound speed profiles, both
generic and from measured data in the Pacific.

Critical phenomena in fluids, i.e., the behavior of fluids
in the vicinity of the vapor-liquid critical point, have gained
a lot of interest in physics and thermodynamics. Near the
critical point, many thermodynamic properties, such as the
isothermal compressibility, diverge. At the same time, the
correlation length of the density fluctuations, which normally
is microscopic, becomes macroscopic, causing the phenom-
enon of critical opalescence when the correlation length be-
comes comparable to the wavelength of visible light. Since
the isothermal compressibility tends to infinity when ap-
proaching the critical point, the fluid collapses under its own
weight in the presence of gravity. Very steep density gradi-
ents over short vertical distances~10% over 1 mm; also see
Fig. 1! result. Along with the density profile goes a variation
of the speed of sound. An increasingly sharp minimum is
observed near the point where the density equals the critical
density as one approaches the critical temperature@Fig. 2~a!#.

In the present work, numerical results are presented for
SF6 . This choice is motivated by several factors: First, by
the availability of a suitable equation of state, second, by the
experimentally convenient location of the critical point~see
Table I!, and last by the availability of SF6 in good purities
due to its applications in the semiconductor industry. Xenon
and CO2 are similarly popular for experiments with near-
critical fluids, but adequate equations of state for these fluids
are not available to date.

II. SETUP AND PROCEDURE

A. Setup

A duct of height h520 mm (z5210 . . .110 mm) is
considered, which is filled with near-critical, isothermal, pure
sulfur hexafluoride (SF6). Due to gravity and the large com-
pressibility, a density and consequently a speed of sound

profile develops in the duct. By choosing the average density
in the duct such thata(110 mm)5a(210 mm) and by plac-
ing the acoustic point source at the sound speed minimum,
the waveguide efficiency is maximized. The walls of the test
duct are assumed to be perfectly absorbing, i.e., wave reflec-
tions are neglected.

B. Equation of state

Critical phenomena are not captured by analytical equa-
tions of state. Wyczalkowskaet al.9 propose a semiempirical
equation of state for SF6 , which shows the correct singular
behavior near the critical point~including the correct critical
exponents! and crosses over smoothly to regular thermody-

FIG. 1. Density profiles in isothermal fluid columns of near-critical SF6

under gravity for different temperatures aboveTc . The average density is
chosen such thata(210 mm)5a(110 mm) @see Fig. 2~a!#. The symbols
mark the average density in the duct and the location at which it is equal to
the local density.

FIG. 2. ~a! Left, speed of sound profiles in isothermal fluid columns of
near-critical SF6 under gravity for different temperatures aboveTc . The
dashed line labeledz0 connects the sound speed minima. The inset shows a
magnification of the minimum forT2Tc51 mK in the range z5
620mm; ~b! right, Sound speed profile in the Pacific ocean after Pedersen
et al. ~Ref. 8!. The two panels are drawn such that the relative scales for the
speed of sound match~with respect to the sound speed at the panel centers!.
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namic behavior away from the critical point. Results as they
are relevant for the present work are summarized here. For a
more detailed derivation, the reader is referred to Ref. 9.

Nondimensionalize the density, temperature, chemical
potentialm, Helmholtz free energyA, the heat capacitiesCp

andCv , and the susceptibilityx by

r̃5r/rc , T̃52Tc /T,

m̃5
rcTc

pc

m

T
, Ã5

Tc

pc

A

VT
, ~1!

C̃p,v5
Tc

pc

Cp,v

V
, x̃5

]r̃

]m̃U
T

.

The Helmholtz free energy and the chemical potential are
expressed in terms of an analytic backgroundÃ0 and m̃0 ,
respectively, and a critical partDÃ andDm̃, respectively,

~2!

~3!

whereDr̃5 r̃21 andDT̃5T̃11. The constantsÃj and m̃ j

are obtained from a fit to experimental data. They are given
in Table I, which also contains the parameters which will be
introduced subsequently.

The critical part of the Helmholtz free energy is given
by

DÃ5DÃx2c
]DÃx

]M
U

t

]DÃx

]t
U

M

, ~4!

where

t5ctDT̃1c
]DÃx

]M
U

t

, ~5!

M5cr~Dr̃2d1DT̃!1c
]DÃx

]t
U

M

, ~6!

are temperaturelike and densitylike order parameters and

DÃx5
1

2
tM2TD1

u* ūL

24
M4D2U1

1

60
a05M

5D5/2VU

1
1

360
a06M

6D3U3/21
1

24
a14tM

4TD2U1/2

1
1

4
a22t

2M2T 2DU21/22
1

2
t2K. ~7!

T, D, U, V, andK are rescaling functions defined as

T5Y~2nc21!/DS, D5Y2hcnc /DS, U5Ync /DS,
~8!

V5Y~DA2nc/2!/DS, K5
n

acūL
~Y2ac /DS21!.

hc is related to the other critical exponents~see Table I! by
hc522gc /nc . Y is the crossover function, which is found
by solving the coupled algebraic equations

12~12ū!Y5ūYnc /DSS 11S L

k D 2D 1/2

, ~9!

k25tT1
u* ūL

2
M2DU1

1

6
a05M

3D3/2VU

1
1

24
a06M

4D2U3/21
1

2
a14tM

2TDU1/2

1
1

2
a22t

2T 2U21/2. ~10!

The pressure and the speed of sound are related to the
chemical potential and the Helmholtz free energy by

p̃5 r̃m̃2Ã, ~11!

ã5S r̃

x̃

C̃p

C̃v
D 1/2

, ~12!

with

C̃v

T̃2
52

d2Ã0~ T̃!

dT̃2
2 r̃

d2m̃0~ T̃!

dT̃2
2

]2DÃ

]DT̃2U
Dr̃

, ~13!

C̃p5C̃v1
x̃

r̃2 S p̃2T̃
] p̃

]T̃
U

r̃
D 2

. ~14!

For the purpose of this work, only the relationshipsp(r,T)
and a(r,T) are used. The relationshipr(p,T) is imple-
mented by iteratively solvingp(r,T).

TABLE I. Parameters for equation of state~adopted from Wyczalkowska
et al.9!. The first two caloric background coefficients only influence the zero
of energy and entropy.

Critical point Tc 318.717 K
rc 742 kg/m3

pc 3.7545 MPa

Crossover parameters ū 0.500 43
L 0.806 21

Scaling field parameters ct 1.737 90
cr 2.400 61
c 20.069 04
d1 20.792 71

Classical parameters a05 0.168 38
a06 0.732 51
a14 0.550 23
a22 1.226 24

Critical exponents
nc ac gc DS DA u*
0.630 0.110 1.239 0.51 1.32 0.472

Equation of state and caloric background parameters
j 0 1 2 3 4
Ãj 21 26.064 33 7.715 01 23.085 01 6.700 90
m̃0 N/A N/A 234.212 10 0.373 34 259.998 10
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C. Geometrical acoustics

Geometrical acoustics assumes that the radius of curva-
ture of rays is much larger than the wavelength and that the
amplitude does not change significantly over the same length
scale. These assumptions simplify the general solution of the
wave equation. For rays in an inhomogeneous medium at
rest, one finds1

ds

dt
52

1

a
¹a and

dx

dt
5a2s, ~15!

wheres5(sx,sy,sz)5n̂/a denotes the wave slowness anda
is the local speed of sound.

For a given temperature, the smallest possible radius of
curvature of a ray is

r min5 min
uzu<10 mm

H a

da/dzJ , ~16!

which is observed for a ray perpendicular to the sound speed
gradient. In order for the geometrical limit to be applicable,
this length scale has to be much larger than the wavelength
of the acoustic waves,r min@l. The correlation length of the
critical density fluctuations on the critical isochore is9

j5j0
1U T

Tc
21U2nc

, r5rc , T.Tc ~17!

with j0
150.19 nm andnc50.630. This neglects the limiting

effect of gravity. Whenl@j, then the diffraction of the
acoustic waves at the critical fluctuations is negligible. The
wavelength can be adjusted by varying the driving frequency
of the transducer. Figure 3 shows the characteristic length
scales for the casef 51 MHz. The wavelength satisfies both
conditions, namelyl@j and l!r min . Mueller et al.10 and
examine ultrasonic attenuation in near-critical xenon. Kogan
et al.11 present experimental results on critical attenuation

and dispersion in He-3 and He-4. No such data exists for
sulfur hexafluoride. Onuki12 reviews some theoretical con-
cepts of critical sound attenuation. It is assumed that attenu-
ation does not invalidate the assumption of ray acoustics.

D. Numerical integration of the ray equations

Density profiles are calculated iteratively for a range of
temperatures. Initially, they span a range ofz values, which
is much larger than the duct height. A uniform density is used
as starting value, from which a vertical pressure distribution
is obtained by integration inz direction. An improved density
profile then follows from the equation of state. This proce-
dure converges after a few iterations. The sound speeds cor-
responding to the density profile are calculated subsequently
from the equation of state. Finally, a 20 mm section of the
profile is extracted, for whicha(210 mm)5a(110 mm).
Integrating the densities over this section yields the average
densityr̄.

Given speed of sound profiles, the ray equations~15! are
integrated numerically using a fifth order Runge–Kutta
scheme~Dormand–Prince pair!.13 Initial conditions

x05~0,0,z0! and s05~cosa0 /a~z0!,0,sina0 /a~z0!!
~18!

are used to calculate rays originating at different initial ray
anglesa0 from a source atz0 , the location of the sound
speed minimum. Figure 4 shows a few representative rays
for the caseT2Tc510 mK.

III. RESULTS

Figure 1 depicts the calculated density profiles for iso-
thermal sulfur hexafluoride under gravity (g59.81 m/s2).
For temperatures away from the critical point, the density
varies linearly with the vertical coordinate. When the tem-
perature approachesTc , the range of densities increases and
the profile becomes nonlinear. The total density variation
over 20 mm increases from 0.24% forT2Tc51 K to 14.4%
for T2Tc51 mK, where an increasing fraction of the

FIG. 3. Relevant characteristic length scales for an acoustic source withf
51 MHz located in an isothermal fluid column~heighth520 mm) of near-
critical SF6 at the sound speed minimum. The acoustic wavelength is at least
two orders of magnitude larger than the correlation length of the critical
fluctuations and at least one order smaller than the minimum ray bending
radius. For reference, the minimum vertical distance over which the speed of
sound changes by 1% is shown.

FIG. 4. Rays emanating with different initial ray angles from an acoustic
point source located at the sound speed minimum in isothermal, near-critical
SF6 at T2Tc510 mK under gravity. Reflections from the duct boundaries
are not considered.
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total density variation is limited to an increasingly narrow
region. ForT2Tc51 mK, for example, the density varies by
10% over 1 mm.

Given a temperature, the vertical shift of the density
profiles in Fig. 1 is controlled by the average densityr̄ in the
duct. It is found from the condition thata(210 mm)
5a(110 mm). The symbols in Fig. 1 mark the results forr̄
and the location wherer̄5r. In an experiment one would fill
the test section with the appropriate average density and then
equilibrate the duct at the desired temperature, which can
take hours or even days, depending on the temperature and
the size of the fluid volume.

The sound speed profiles, which provide the vertical ref-
erence for the density profiles, are shown in Fig. 2~a! for a
selection of temperatures. The sound speeds generally in-
crease with increasing temperature and an increasingly sharp
minimum develops as one approaches the critical tempera-
ture from above. As required, the speeds of sound at the top
and bottom of the duct are identical. Due to the global prop-
erties of the sound speed profile~no local maxima!, this
places the local sound speed minimum within the duct. The
dashed line connects the location of the sound speed minima.
Since the acoustic point source is located at the sound speed
minimum, its location is used as one of the initial conditions
for Eqs. ~15! and is therefore denoted byz0 . The sound
speed profiles are not symmetric with respect to the minima,
which are thus off center. ForT2Tc51 mK, for example,
the sound speed minimum is located atz517 mm. For
larger reduced temperatures, the location of the minimum
approaches the center line. The inset in Fig. 2~a! shows a
magnification of the sound speed minimum forT2Tc

51 mK. The minimum is not a cusp, but smooth and nu-
merically well resolved. Figure 2~b! shows the speed of
sound variation vs depth below MSL at a point in the Pacific
Ocean for comparison.8 The horizontal scales and panel sizes
in Figs. 2~a! and ~b! are chosen such that the relative varia-
tion of the speed of sound is preserved. The total variation is
approximately 4% over 4700 m. The same variation is
achieved over 20 mm in near-critical SF6 at a temperature of
T2Tc531 mK.

Figure 3 shows plots of the relevant length scales. The
acoustic wavelength~assuming a frequency of 1 MHz! in-
creases by 40% betweenT2Tc51 K and 1 mK. The corre-
lation length of the critical density fluctuationj and the mini-
mum ray bending radiusr min depend more strongly on the
temperature.j increases by almost two orders of magnitude
as one approachesTc . Over the same range of temperatures,
r min decreases by more than six orders of magnitude. For all
temperatures under consideration, the requirements for geo-
metrical acoustics to be applicable,j!l and r min@l, is sat-
isfied. Also plotted in Fig. 3 is the minimum vertical distance
over which the speed of sound varies by 1%.

Some example results of the numerically integrated
ray equations are shown in Fig. 4. The temperature is
T2Tc510 mK. For initial anglesa0,min<a0<a0,max, rays
can propagate withinuzu<10 mm. Becausea(10 mm)
5a(210 mm), a0,max52a0,min by construction. Rays with
ua0u.a0,max hit the upper or lower duct boundary as shown
in Fig. 4 for the ray witha05230°. For channelled rays,

the length of a ray loop is referred to as rangeR5R1

1R2,8 where R1 and R2 are the ranges of the ray loop
above and belowz0 , respectively. The propagation times
over one loop is denoted byt. Like the sound speed profiles,
the waves are not symmetric with respect toz5z0 . By con-
struction, however, the range is independent of the sign of
a0 .

Snell’s law applied to the current example is7

cosa0,max5
amin

amax
5

a~z0!

a~10 mm!
. ~19!

The maximum initial ray angles as function of the tempera-
ture are plotted in Fig. 5. The fraction of acoustic energy
channelled within the duct out of the total emitted energy is
the waveguide efficiencyh. It is

h5
2a0,max

180°
. ~20!

The scale for the waveguide efficiency is plotted in the sec-
ondary vertical axis on the right of Fig. 5.a0,max does not
seem to level off as one approachesTc . At a reduced tem-
perature of 1 mK,a0,max536.8°. This value drops to 25.5°
and 4.55° forT2Tc510 mK and 100 mK, respectively. Cor-
responding toa0,max(T) is a rangeRmax and a run time of the
acoustic waves over one looptmax. Some typical values are
given in Fig. 5. Initially the rangeRmax increases very slowly
with increasing reduced temperature. It only doubles~from
245 mm to 500 mm! over almost two orders of magnitude in
T2Tc ~1 mK to 70 mK!, but doubles again between 70 mK
and 110 mK.

IV. CONCLUSIONS

The effect of dispersion, which is observed near the
critical point,14–18has been neglected in the present analysis.
The definition of the speed of sound is the limit for zero
frequency, which is the speed of sound given by the equation
of state. The sound speed profiles for higher frequencies
might therefore be different from those shown in Fig. 2. Dy-

FIG. 5. Maximum initial ray anglea0,max52a0,min for ray channelling to
occur in 20 mm of isothermal, near-critical SF6 under gravity. The numeri-
cal values represent ranges and corresponding loop times fora05a0,max.
The scale on the right shows the corresponding channelling efficiency.
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namic critical phenomena are an active area of research and
an equation of state providing the speed of sound as function
of the thermodynamic variables as well as frequency is not
yet available. Likewise, and for the same reason, attenuation
has not been considered. The results presented should there-
fore only be taken as qualitative rather than quantitative. The
form of the variations in density and the sound speed along
isotherms near the critical point is universal. Other fluids will
show the same qualitative behavior. Intramolecular vibra-
tions strongly influence the dispersion relationship such that
the speed of sound profiles at a given frequency is fluid de-
pendant.

From Fig. 3 one sees that the three characteristic length
scales~wavelength, correlation length, and ray bending ra-
dius! become comparable for even smaller reduced tempera-
tures. Interactions between acoustic waves and the critical
density fluctuation become significant forl/j5O~1!. A
smooth transition away from geometrical acoustics can be
observed forr /l5O(1). Thelength scales can be controlled
by the temperature, gravity, and frequency. These effects are
summarized qualitatively in Table II. Increasing the tempera-
ture, for example, and leaving all other parameters un-
changed results~a! in a larger wavelength, because the speed
of sound increases with increasing temperature,~b! in a
larger radius of curvature through smaller speed of sound
gradients, and~c! in a reduced correlation length by being
further away from the critical point. The frequency, on the
other hand, primarily only impacts the wavelength. Its influ-
ence on r by means of dispersion~frequency-dependent
sound speed profiles! is not clear. The formation of the den-
sity gradients is driven by gravity. In a reduced-gravity en-
vironment, these profiles are more uniform and the radius of
curvature of the rays is thus larger. Furthermore, very close
to the critical point gravity limits the correlation length to
approximately 2mm on earth,19 but much larger values can
be achieved in low-g experiments.

The combination of the two areas of research, wave
channelling and critical phenomena, makes it possible to
study the former using table-top facilities. Acoustics, on the
other hand, can be used to study critical phenomena. While
not discussed here, it can be shown that caustics exist for the

sound speed profiles shown in Fig. 2. Acoustics could thus
be used to introduce local energy disturbances into near-
critical fluids. Another application is to use acoustic wave
propagation to study the statistics of the critical density and
sound speed fluctuations, e.g., as outlined by Ostashev for
fluids with random inhomogeneities.20 Analogous to other
tomographic techniques, an experimental setup with several
ultrasonic transducers and receivers could yield the sound
speed profile within a test section by means of an appropriate
reconstruction algorithm.
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TABLE II. The three characteristic length scales~wavelengthl, radius of
curvaturer, and correlation lengthj! are influenced by the reduced tempera-
ture T2Tc , the frequencyf, and the level of gravityg.

Wavelength
l

Radius of
curvature

r

Correlation
length

j

Reduced temperatureT2Tc ↑ ↑ ↑ ↓
Frequency f ↑ ↓ ? —
Gravity g ↑ — ↑ ↑
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Scattering by a multilayered scatterer is analyzed via a novel multiple-scattering approach. Based on
the recognition that multiple scattering occurs within single scatterers having internal interfaces, the
solution procedure follows the physical process, and yields analytically exact solutions. A simple
two-layered scatterer subjected to SH incident waves is used to illustrate the detailed solution
procedure. The solution is then verified by a two-layered circular cylindrical scatterer, whose exact
analytical solution has previously been obtained by the author@J. Acoust. Soc. Am.~2004!#. The
proposed approach opens new ways for analyzing scatterers of more complicated geometrical and
physical compositions. ©2004 Acoustical Society of America.@DOI: 10.1121#
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I. INTRODUCTION

Scattering of elastic waves by single scatterers has been
one of the major topics of study in wave motions since it
holds a key to understanding various wave propagation phe-
nomena in solid materials and structures. Analyses of scat-
tering by single scatterers of simple shapes have been clas-
sical examples in many textbooks and monographs~see, e.g.,
Pao and Mow, 1971; Graff, 1975!. Many approximation
methods and techniques have been developed for analyzing
geometrically more complicated scatterers. They include Wa-
terman’s T-matrix method, boundary element method,
Sommerfeld-Watson transformation method, Born approxi-
mation method, resonant scattering theory, etc. Interested
readers are referred to an excellent review by Datta~1978!
and a more recent review by Hackman~1993!.

Scattering by single scatterers is also the basis for analy-
ses of scattering by multiple scatterers, which is often re-
ferred to as multiple scattering. For example, one of the as-
sumptions in the multiple-scattering theory of Cai and
Williams ~1999a! is that the solutions to single-scatterer
problems for all scatterers are assumed to be known. A
single-scatterer problem is defined as a single scatterer em-
bedded in the same infinite medium as in the multiple-
scatterer problem. The importance of the solutions to single-
scatterer problems is further demonstrated by the so-called
scatterer polymerization methodology~Cai and Williams,
1999a! in which an assemblage of scatterers is mathemati-
cally transformed into a single abstract scatterer. This trans-
formation paves the way for analyzing multiple-scattering
problems involving large numbers of scatterers~Cai and Wil-
liams, 1999b!.

Multiple scattering usually occurs in settings in which
multiple scatterers are present in the field. However, in a
strict sense, multiple scattering refers to a process in which a
scattered wave is further scattered. The scatterer that causes
the further scattering can be the same scatterer that causes
the initial scattering. In such a scenario, multiple scattering
also occurs in problems involving only one single scatterer.

Figure 1 schematically illustrates the multiple scattering that
occurs within a scatterer having an internal delineative inter-
face, which is often referred to as a multilayered scatterer.

Scattering by single multilayered scatterers has been
studied extensively for the past few decades. Most of the
solved problems involved simple geometric shapes. The
separation of variables method, also known as normal mode
expansion method, has been used by Akay~1991!, Sinclair
and Addison~1993!, Mal and Yang~1994!, Bogen and Hin-
ders~1994!, Huanget al. ~1995!, Yim and Williams~1995!,
Nozaki and Shindo~1998!, and Cai~2004! for various mul-
tilayered concentric circular cylindrical scatterers and by
Gerard~1983!, Schmidt~1993!, Sato and Shindo~2003!, and
Videen ~2003! for multilayered spherical shells. Among
them, Huanget al. ~1995! proposed using a transfer matrix
that relates the displacements on two surfaces across a layer
as an iteration mechanism to treat scatterers of arbitrary
number of layers. Shindo and Niwa~1996! proposed a recur-
sive process based on directly solving the boundary condi-
tions. Videen~2003! solved a scattering of spherical scat-
terer, along with a source, eccentrically located inside
another sphere.

For scatterer shapes that are unsolvable via the separa-
tion of variables method, the surface integral equation
method usually serves as a starting point, and various ap-
proximations are made in the process of evaluating indi-
vidual integrals. Using this approach, DeSanto~1980! ob-
tained a formalism for a three-layered cylindrical scatterer of
an arbitrary cross-section; Peterson and Stro¨m ~1975!, Pillai
et al. ~1983!, and Olssonet al. ~1990! obtained formalisms
in the framework of Waterman’sT-matrix method for two-
layered cylindrical scatterers of arbitrary cross-sections, and
obtained numerical results for simpler shapes such as spheres
or elliptic cylinders. In particular, Peterson and Stro¨m ~1975!
used the multiple scattering mechanism to interpret some
terms that appeared in their formulation.

In this paper, a novel method for analyzing the scattering
by single scatterers having internal delineative interfaces is
proposed, based on the recognition that multiple scatteringa!Electronic mail: cai@ksu.edu
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occurs within such single scatterers. Following the physical
process, the solution procedure is illustrated by an example
of a two-layered cylindrical scatterer in two-dimensional
space. The proposed method yields analytically exact solu-
tions, and, in the mean time, has provisions to accommodate
approximations when necessary. Numerical results for a two-
layered concentric circular cylindrical scatterer, whose exact
analytical solution has been obtained previously by the au-
thor ~Cai, 2004!, show that such multiple scattering does
indeed physically exist in single scatterers and the associated
mathematical description is exact.

II. TWO CANONICAL PROBLEMS

Without loss of generality, consider a two-dimensional
problem configuration in which a cylindrical scatterer is em-
bedded in an unbounded medium. Consideration is restricted
to the so-called anti-plane strain problems, also known as SH
wave problems, in which the scatterer is perpendicular to the
plane in which the waves propagate. Assume the unbounded
medium is homogeneous and linearly elastic, and the scat-
terer is either homogeneous and linearly elastic, rigid, or
void such that the problem is linear. The only nontrivial dis-
placement component is the out-of-plane displacement, de-
noted asw.

The scattering of an incident SH wave by such a multi-
layered scatterer is analyzed with the aids of two canonical
problems. The canonical problems serve as mathematical de-
scriptions of essential wave-interface interactions in the mul-
tiple scattering process that occurs in a multilayered scat-
terer.

Each canonical problem involves one incident wave and
two homogeneous media that are separated by a closed in-
terfaceG. The medium outside the enclosure ofG is denoted
as medium 1, and the medium enclosed byG is denoted as
medium 2. Mathematical description of each canonical prob-
lem is facilitated by a polar coordinate system (r ,u), whose
origin is located within the enclosure ofG.

In the steady state, the displacement in either medium
can be written as

w~r ,u,t !5f~r ,u!e2 î vt, ~1!

whereî 5A21, v is the circular frequency,f is the complex
amplitude of the displacement that satisfies the following
Helmholtz equation

¹2f1k2f50, ~2!

andk is the wave number in the medium in question.

In the polar coordinate system (r ,u), the general solu-
tion for the Helmholtz equation is the so-called cylindrical
wave functions, which consist of Bessel functions as the spa-
tial factor and simple harmonics as the angular factor~Pao
and Mow, 1971!.

The following forms of cylindrical wave functions are

often used:Jn(kr)eî nu can be used in any problem domain
since the Bessel function of the first kindJn(•) is nonsingu-

lar throughout the plane;Yn(kr)eî nu is only suitable for de-
scribing waves in regions that exclude the origin, since the
Bessel function of the second kindYn(•) is singular at the
origin. Alternatively, Hankel functions, which are combina-
tions of Bessel functions of both kinds, can be used in place

of Bessel functions. Waves represented byHn
(1)(kr)eî nu are

often called the outgoing waves, and waves represented by

Hn
(2)(kr)eî nu are often called the incoming waves, where

Hn
(1)(•) and Hn

(2)(•) are Hankel functions of the first and
second kinds, respectively.

A. First canonical problem: Inward problem

In this problem, the incident wave is a regular wave in
medium 1 and is traveling inward towards medium 2. Upon
encountering with the interfaceG by the incident wave, two
waves are generated: a reflected wave in medium 1 and a
transmitted wave in medium 2, as depicted in Fig. 2.

The incident wave is specified in the following form:

f I5 (
n52`

`

AnJn~k1r !eî nu5$A%T$J1~r ,u!%. ~3!

The reflected and transmitted waves are expressible as

fR5 (
n52`

`

BnHn
~1!~k1r !eî nu5$B%T$H1~r ,u!%, ~4!

fT5 (
n52`

`

CnJn~k2r !eî nu5$C%T$J2~r ,u!%, ~5!

where superscripts I, R, and T signify the incident, reflected,
and transmitted waves, respectively. In the above equations,
the second equality in each equation represents the matrix
notation adopted for this paper: a bold-faced symbol en-
closed by flower brackets denotes a column matrix whose
row index runs from2` to `. Column matrices$A%, $B%,
and $C% are called thewave expansion coefficient matrices
for the respective waves. Column matrices$Jj (r ,u)% and
$H j (r ,u)% are called theregular wave expansion basisand
the singular wave expansion basis, respectively, for medium
j. Entries for the wave expansion bases at thenth row are

FIG. 1. Schematic of multiple scattering process in single scatterer. FIG. 2. First canonical problem.
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$Jj~r ,u!%n5Jn~kj r !eî nu, ~6!

$H j~r ,u!%n5Hn
~1!~kj r !eî nu. ~7!

Additionally, because all waves in the field have the same
circular frequency, wave numberskj for different media are
related by the following relation:

k1

k2
5Ar1m2

r2m1
, ~8!

wherer j and m j are the mass density and Lame´ constant,
respectively, of mediumj.

The canonical problem can be viewed as an input–
output system in which the incident wave is the input and the
resulting waves are the output. For a linear system, the input
and output can be related by a linear transformation. In anal-
ogy, for the linear canonical problem at hand, the wave ex-
pansion coefficient matrices of the resulting waves,$B% and
$C%, can be related to the wave expansion coefficient matrix
of the incident wave,$A%, by linear transformations. In ma-
trix form, these input–output relations can be formally writ-
ten as

$B%5@R12#$A% ~9!

$C%5@T12#$A%, ~10!

where the subscripts ‘‘12’’ signify a canonical problem in
which the incident wave propagates from medium 1 towards
medium 2—the case of the first canonical problem.

Matrices @R12# and @T12# are thereflection matrixand
the transmission matrix, respectively, of the first canonical
problem. Such matrices are properties of the interface geom-
etry and the materials on both sides of the interface. It is
noted that different waves in the field, in Eqs.~3!–~5!, are
expressed in different wave expansion bases.

Specific expressions for the transformation matrices
@R12# and@T12# can be found by the interface conditions atG
for a specific problem. In general, the conditions at the inter-
faceG are that the displacement and the surface traction must
be continuous. For the two-dimensional problem under con-
sideration, such interface conditions can be written as

~f I1fR!uG5~fT!uG , ~11!

m1S ]f I

]r
1

]fR

]r D U
G

5m2S ]fT

]r D U
G

. ~12!

The interface conditions for a specific problem can also
be written in the form of integral equations. Interested read-
ers are referred to the monograph by Krupradze~1963! on
the general theory of integral equations for elastodynamic
problems. One particularly fitting method for solving the ca-
nonical problem using the integral equation method is the
T-matrix method, originally conceived by Waterman~1969!.
Subsequent developments inT-matrix method are presented
in Varadan and Varadan~1980!.

B. Second canonical problem: Outward problem

In this problem, the incident wave is a singular wave
propagating from within medium 2 towards medium 1. Upon
encountering with the interfaceG by the incident wave, two

waves are generated: a reflected wave in medium 2 and a
transmitted wave in medium 1, as depicted in Fig. 3

The incident wave is specified in the following form:

f I5 (
n52`

`

AnHn
~1!~k2r !eî nu5$A%T$H2%. ~13!

Other waves in the field are expressible as

fR5 (
n52`

`

BnJn~k2r !eî nu5$B%T$J2%, ~14!

fT5 (
n52`

`

CnHn
~1!~k1r !eî nu5$C%T$H1%. ~15!

Similar to the first canonical problem, for a linear sys-
tem, wave expansion coefficient matrices for the resulting
waves,$B% and $C%, can be related to the wave expansion
coefficient matrix of the incident wave,$A%, by linear trans-
formations. In matrix form,

$B%5@R21#$A%, ~16!

$C%5@T21#$A%, ~17!

where the subscripts ‘‘21’’ signify a canonical problem in
which the incident wave propagates from medium 2 towards
medium 1—the case of the second canonical problem.

Interface conditions for specific problems at the inter-
face G can be used to obtain specific expressions for the
matrix entries. For the two-dimensional problem under con-
sideration, the displacement and surface traction continuity
conditions atG can be written as

~f I1fR!uG5~fT!uG , ~18!

m2S ]f I

]r
1

]fR

]r D U
G

5m1S ]fT

]r D U
G

. ~19!

III. FORMALISM FOR TWO-LAYER SCATTERER

In this section, a formal solution for a general two-
layered scatterer is sought, following the multiple scattering
process depicted in Fig. 1.

The outermost medium is denoted as medium 1, the in-
nermost medium is denoted as medium 3, and the region
between media 1 and 3 is denoted as medium 2. The inter-
face that separates media 1 and 2 is denoted asG1 , and the
interface that separates media 2 and 3 is denoted atG2 . To

FIG. 3. Second canonical problem.

988 J. Acoust. Soc. Am., Vol. 115, No. 3, March 2004 Liang-Wu Cai: Multiple scattering in single scatterers



facilitate the discussion, different waves in the multiple scat-
tering process are identified by numbers, as depicted in
Fig. 4.

Wave interactions can be tracked as follow: Wavea is
the incident wave with known wave expansion coefficients
$A%. The incident wave impinges onto medium 2, producing
wavesb and c. This process is described by the first ca-
nonical problem atG1 . Hence,

fb5~@R12#$A%!T$H1~r ,u!%, ~20!

fc5~@T12#$A%!T$J2~r ,u!%. ~21!

When wavec impinges onto medium 3, producing
wavesd ande, the process is described by the first canoni-
cal problem atG2 , with wave c being the incident wave.
Subsequently, when wavee impinges onto medium 1, pro-
ducing wavesf andg, the process is described by a sec-
ond canonical problem atG1 , with wavee being the inci-
dent wave.

The process continues in the like manner. Assuming the
polar coordinate systems used in all canonical problems co-
incide, expressions for the wave expansion coefficients of
various resulting waves are summarized in Table I.

In Table I, wave expansion coefficient matrices are ex-
pressed as successive matrix multiplications. Each matrix in
the chain represents a particular scattering sequence. The en-
tire chain can be used to track, in inverse chronicle order, the
multiple-scattering process tracing eventually back to the in-
cident wave. The subscripts for each matrix can be inter-
preted as follows: if the first subscript is smaller than the
second subscript, the scattering process is a first canonical

problem~inward problem! at the interface that separates the
two media identified by the subscripts; otherwise the scatter-
ing process is a second canonical problem~outward prob-
lem!.

Take wavej as an example. The incident wave is first
transmitted into medium 2 (@T12#) as a first canonical prob-
lem atG1 . It is then reflected at the interface between media
2 and 3 (@R23#) as another first canonical problem atG2 . It is
then reflected at the interface between media 1 and 2 (@R21#)
as a second canonical problem atG1 . Subsequently it is re-
flected again at the interface between media 2 and 3 (@R23#)
as a first canonical problem atG2 . Finally, it is transmitted
into medium 1 from medium 2 (@T21#) as a second canonical
problem atG1 .

Expressions for individual waves can be obtained by
combining the wave expansion coefficient matrix given in
Table I with an appropriate wave expansion basis. The wave
expansion basis depends on the final medium, which is indi-
cated by the second subscript in the first matrix in the chain,
and the direction, which is indicated by the propagation type
~the symbolic designation of the matrix—T for transmission
and R for reflection!. For wavej, for instance, the first
matrix in the chain@T21# indicates that it exists in medium 1,
and it is a transmitted wave in the first canonical problem at
G1 . Hence wavej is expressed in the wave expansion basis
$H1(r ,u)%; that is,

fj5~@T21#@R23#@R21#@R23#@T12#$A%!T$H1~r ,u!%.
~22!

The total wave in each of the three media is the summa-
tion of all waves that appear in the medium.

For medium 1, the total wave consists of the incident
wave f inc and the total scattered wave. The total scattered
wave consists of wavesb, f, j, n, and subsequent
waves, all of which are expressed in the wave expansion
basis$H1(r ,u)%. Thus, the total scattered wave can be writ-
ten as

fs5@~@R12#1@T21#@R23#@T12#1@T21#@R23#@R21#@R23#@T12#

1@T21#@R23#@R21#@R23#@R21#@R23#@T12#1¯ !

3$A%#T$H1~r ,u!%. ~23!

Define

@E#5@ I #1@R21#@R23#1@R21#@R23#@R21#@R23#1¯ ,
~24!

and recall the following Taylor expansion

~12x!21511x1x21¯ . ~25!

In analogy, Eq.~24! can be written as

@E#5~@ I #2@R21#@R23# !21. ~26!

Furthermore, define

@S#5@E#@T12#. ~27!

Then Eq.~23! can be written as

fs5@~@R12#1@T21#@R23#@S# !$A%#T$H1~r ,u!%. ~28!

Finally, the total wave in medium 1 can be written as

FIG. 4. Schematics depicting multiple scattering process in two-layered
scatterer, with waves labeled by numbers.

TABLE I. Expressions for waves obtained from two canonical problems.

Wave Incident Canonical
problem

Wave expansion coefficient

b a First @R12#$A%
c a First @T12#$A%
d c First @T23#@T12#$A%
e c First @R23#@T12#$A%
f e Second @T21#@R23#@T12#$A%
g e Second @R21#@R23#@T12#$A%
h g First @T23#@R21#@R23#@T12#$A%
i g First @R23#@R21#@R23#@T12#$A%
j i Second @T21#@R23#@R21#@R23#@T12#$A%
k i Second @R21#@R23#@R21#@R23#@T12#$A%
l k First @T23#@R21#@R23#@R21#@R23#@T12#$A%
m k First @R23#@R21#@R23#@R21#@R23#@T12#$A%
n m Second @T21#@R23#@R21#@R23#@R21#@R23#@T12#$A%
¯ ¯ ¯ ¯
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f15f inc1@~@R12#1@T21#@R23#@S# !$A%#T$H1~r ,u!%,
~29!

where, when necessary, the incident wave can be written as

f inc5$A%T$J1~r ,u!%. ~30!

Following the same manner, waves in media 2 and 3 can
be summed to give

f25~@S#$A%!T$J2~r ,u!%1~@R23#@S#$A%!T$H2~r ,u!%,
~31!

f35~@T23#@S#$A%!T$J3~r ,u!%. ~32!

Using matrix notation, sometimes it is advantageous to
define each wave by a single transformation matrix that lin-
early relates the resulting wave to the incident wave, in anal-
ogy to those in Eqs.~9! and ~10!. Hence the following ma-
trices are defined:

@R#5@R12#1@T21#@R23#@S#, ~33!

@F#5@R23#@S#, ~34!

@T#5@T23#@S#. ~35!

Subsequently, the total waves in all three media can be writ-
ten as

f15f inc1~@R#$A%!T$H1~r ,u!%, ~36!

f25~@S#$A%!T$J2~r ,u!%1~@F#$A%!T$H2~r ,u!%, ~37!

f35~@T#$A%!T$J3~r ,u!%. ~38!

In Eqs.~36!–~38!, @R# is called thereflection matrixthat
represents the reflected~scattered! wave, @T# is called the
transmission matrixthat represents the wave transmitted into
the core of the scatterer;@S# and @F# together represent the
wave in the intermediate layer of the scatterer, in which@S#
represents the portion of standing wave, while@F# represents
the portion of outgoing wave emanating from the scatterer
core.

IV. APPLICATION TO LAYERED CIRCULAR
CYLINDRICAL SCATTERER

Consider a two-layered circular cylindrical scatterer
whose inner and outer radii area andb (b.a), respectively,

as shown in Fig. 5. This model has been widely used in
modeling the micro-mechanics of fiber-reinforced composite
materials. The exact analytical solution for the scattering of
SH waves by this scatterer has been studied by the author
~Cai, 2004!. Here, the terminologies for composite materials
are adopted: the medium outside the scatterer is called the
matrix; the medium at the outer layer of the scatterer is
called the interphase; and the inner portion of the scatterer is
the fiber. Material properties for the three media are denoted
by subscriptsm, i, and f, respectively. They correspond to
media 1, 2, and 3 for the general two-layered scatterer in Sec.
III.

A. First canonical problem

The first canonical problem for this case is a classic
problem of wave scattering by a circular cylindrical elastic
scatterer, whose solution can be found in many textbooks on
elastic waves, such as Pao and Mow~1971!. For the problem
under consideration, there are two first canonical problems.

For the first canonical problem at the interfacer 5b,
involving media 1 and 2~the matrix and the interphase!, the
interface conditions corresponding to Eqs.~11! and ~12! are

F Hn
~1!~kmb! 2Jn~kib!

kmmmHn
~1!8~kmb! 2kim iJn8~kib!

G H Bn

Cn
J

5 H 2Jn~kmb!An

2kmmmJn8~kmb!An
J . ~39!

Following the definitions in Eqs.~9! and ~10!, matrices
@R12#, and@T12# are found to be diagonal matrices with en-
tries

@R12#nn5
Bn

An
52

m ikiJn8~kib!Jn~kmb!2mmkmJn~kib!Jn8~kmb!

m ikiJn8~kib!Hn
~1!~kmb!2mmkmJn~kib!Hn

~1!8~kmb!
, ~40!

@T12#nn5
Cn

An
52

2 î

pb

mm

m ikiJn8~kib!Hn
~1!~kmb!2mmkmJn~kib!Hn

~1!8~kmb!
. ~41!

Similar interface conditions can be written for the first canonical problem at the interfacer 5a, involving media 2 and 3,
leading to the following matrices:

@R23#nn52
m fkfJn8~kfa!Jn~kia!2m ikiJn~kfa!Jn8~kia!

m fkfJn8~kfa!Hn
~1!~kia!2m ikiJn~kfa!Hn

~1!8~kia!
, ~42!

@T23#nn52
2 î

pa

m i

m fkfJn8~kfa!Hn
~1!~kia!2m ikiJn~kfa!Hn

~1!8~kia!
. ~43!

FIG. 5. Configuration for two-layered circular cylindrical scatterer.
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B. Second canonical problem

For the second canonical problem at the interfacer 5b, involving media 1 and 2~matrix and interphase!, the interface
conditions corresponding to Eqs.~18! and ~19! are

F Jn~kib! 2Hn
~1!~kmb!

kim iJn8~kib! 2kmmmHn
~1!8~kmb!

G H Bn

Cn
J 5H 2Hn~kib!An

2kim iHn
~1!8~kib!An

J . ~44!

Again, both@R21# and @T21# are found to be diagonal matrices, with matrix entries

@T21#nn52
m ikiHn

~1!8~kib!Hn
~1!~kmb!2mmkmHn

~1!~kib!Hn
~1!8~kmb!

mkkiJn8~kib!Hn
~1!~kmb!2mmkmJn~kib!Hn

~1!8~kmb!
, ~45!

@R21#nn52
2 î

pb

m i

m ikiJn8~kib!Hn
~1!~kmb!2mmkmJn~kib!Hn

~1!8~kmb!
. ~46!

It is noted that the solution process outlined in Sec. III
does not require the second canonical problem at the inter-
face r 5a.

C. Multiple-scattering solution

The multiple scattering solution for the two-layered cir-
cular cylindrical scatterer includes the following: Eqs.~36!–
~38! give expressions for waves in all three media, with defi-
nitions for various matrices given in Eqs.~33!–~35! and Eqs.
~26! and ~27!. Detailed expressions for matrices@Ri j # and
@T i j # ( i , j 51,2,3) are given in Eqs.~40!–~43! and Eqs.~45!
and ~46!.

D. Verification via exact analytical solution

The exact analytical solution for the two-layered circular
cylindrical scatterer~Cai, 2004! is used to verify that the
proposed multiple-scattering solution procedure indeed gives
analytically exact solutions for problems in which the ca-
nonical problems are solved analytically.

Using the matrix notation in this paper, the exact ana-
lytical solution for the waves in the three media can be re-
expressed as

fm5f inc1~@R̂#$A%!T$Hm~r ,u!%, ~47!

f i5~@Ŝ1#$A%!T$H i
~1!~r ,u!%1~@Ŝ2#$A%!T$H i

~2!~r ,u!%,
~48!

f f5~@ T̂#$A%!T$Jf~r ,u!%, ~49!

where@R̂#, @Ŝ1#, @Ŝ2#, and @ T̂# are diagonal matrices with
entries

@R̂#nn52
mmkmM1Jn8~kmb!2m ikiM2Jn~kmb!

mmkmM1Hn
~1!8~kmb!2m ikiM2Hn

~1!~kmb!
, ~50!

@ T̂#nn52
4 î

p2ab

m imm

mmkmM1Hn
~1!8~kmb!2m ikiM2Hn

~1!~kmb!
, ~51!

@Ŝ1#nn52
mm

pb

m fkfJn8~kfa!Hn
~2!~kia!2m ikiJn~kfa!Hn

~2!8~kia!

mmkmM1Hn
~1!8~kmb!2m ikiM2Hn

~1!~kmb!
, ~52!

@Ŝ2#nn5
mm

pb

m fkfJn8~kfa!Hn
~1!~kia!2m ikiJn~kfa!Hn

~1!8~kia!

mmkmM1Hn
~1!8~kmb!2m ikiM2Hn

~1!~kmb!
, ~53!

and

M15D2Jn~kib!2D1Yn~kib!, ~54!

M25D2Jn8~kib!2D1Yn8~kib!, ~55!

D15m fkfJn8~kfa!Jn~kia!2m ikiJn~kfa!Jn8~kia!, ~56!

D25m fkfJn8~kfa!Yn~kia!2m ikiJn~kfa!Yn8~kia!. ~57!

In the exact analytical solution, the wave in the inter-
phase, Eq.~48!, is expanded over a pair of wave expansion
bases that is different from that in the multiple-scattering
solution in Eq.~37!, with
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$Hi
~1!~r ,u!%n5Hn

~1!~kir !eî nu and

$Hi
~2!~r ,u!%n5Hn

~2!~kir !eî nu. ~58!

Recall the relations between Hankel functions and Bessel
functions,

Hn
~1!~• !5Jn~• !1 î Yn~• ! and Hn

~2!5Jn~• !2 î Yn~• !.
~59!

It can be readily shown that for any coefficientsa andb,

aHn
~1!~• !1bHn

~2!~• !52bJn~• !1~a2b!Hn
~1!~• !. ~60!

Since the two solutions are for the same physical prob-
lem, if the following relationships are satisfied,

@R#5@R̂#, ~61!

@S#52@Ŝ2#, ~62!

@F#5@Ŝ1#2@Ŝ2#, ~63!

@T#5@ T̂#, ~64!

then the two solutions are identical. Equations~61!–~64!
serve as a verification for the correctness of the multiple-
scattering solution.

A metal-matrix ceramic-fiber composite system is used
as the example for numerical verification. Constituents’ ma-
terial properties, after Yim and Williams~1995!, are listed in
Table II. Computations using both multiple-scattering solu-
tion ~MSS! and the exact analytical single-scatterer solution
~SSS! are performed at two arbitrarily chosen frequencies
kma52 andkma510. The computer used for the computa-
tion typically furnishes 14–15 significant figures for double-
precision data type, and the high-accuracy Bessel and Hankel
functions used in the computation have been shown~Cai,
1998! to have 11–15 significant figures in general. Results
for the first ten terms in each pair of matrices in Eqs.~61!–
~64! are listed and compared in Tables III–VI.

In Tables III–VI, results computed according to the left-
and right-hand sides of Eqs.~61!–~64! are shown for the first
14 significant figures. A short line segment is used to identify
the complex value of a matrix entry in the single-scatterer
solution is either entirely or partly identical to that of the
multiple-scattering solution for all the 14 significant figures
shown.

Results in Tables III–VI show that for all results except
@F# matrix at kma52, there are only occasional cases in
which the results using the multiple-scattering solution and

TABLE II. Constituent material properties for metal-matrix ceramic-fiber
composite system~after Yim and Williams, 1995!.

Property

Matrix
~AA520

Aluminum!

Fiber
~Alumina,

Al2O3)

Interphase
~Zirconia,

ZrO2)

Density ~kg/m3! 2600 3700 6300
Young’s modulus~GPa! 66 360 97

Poisson’s ratio 0.31 0.25 0.33
Laméconstantl ~GPa! 41 144 71
Laméconstantm ~GPa! 25 144 37

P wave speed~m/s! 5930 10 800 4780
S wave speed~m/s! 3110 6240 2400

TABLE III. Comparison of matrix@R# as computed using multiple scattering solution~MSS! and single scatterer solution~SSS!.

n @R#nn via MSS @R̂#nn vis SSS

~a! kma52
0 20.045 027 017 665 09720.207 363 413 709 57î ———

1 20.708 508 177 089 9120.454 449 491 238 180î ———

2 20.177 750 755 276 1920.382 302 791 351 22î ———

3 20.009 902 046 573 239 920.099 015 130 393 80î ———

4 20.000 130 190 412 831 6220.011 409 358 583 55î ———

5 25.102 832 621 674 93102720.000 714 340 956 251 63î ———

6 28.097 340 386 423 231021022.845 582 608 160 731025 î ———

7 26.328 125 065 342 431021327.954 951 329 416 431027 î ———

8 22.747 543 585 705 731021621.657 571 592 935 231028 î ———

9 27.201 790 785 099 031022022.683 615 245 354 5310210î 27.201 790 785 099 13102202———î
10 21.212 032 521 662 731022323.481 425 744 810 2310212î ———

~b! kma510
0 20.969 871 912 684 1810.170 939 713 555 71î ———

1 20.952 582 464 326 3620.212 530 263 690 31î ———

2 20.995 133 907 715 0410.069 587 451 676 505î ———10.069 587 451 676 504î
3 20.753 269 981 423 8820.431 108 242 219 46î ———

4 20.079 508 452 060 74920.270 530 697 170 68î ———

5 20.178 909 116 012 3010.383 276 198 347 87î ———

6 20.778 554 692 082 1210.415 219 560 617 07î ———

7 20.995 116 791 791 1120.069 709 127 712 758î 20.995 116 791 791 122———î
8 20.732 211 513 367 0420.442 806 744 596 09î ———

9 20.359 606 344 535 9020.479 885 008 627 51î ———

10 20.121 313 262 444 3020.326 490 972 002 94î ———
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TABLE IV. Comparison of matrix@T# as computed using multiple scattering solution~MSS! and single scat-
terer solution~SSS!.

n @T#nn via MSS @ T̂#nn via SSS

~a! kma52
0 0.365 538 523 764 0320.079 373 257 183 397î ———

1 0.298 188 051 458 1120.464 889 227 167 93î ———

2 0.668 065 715 256 4020.310 615 533 413 30î ———

3 1.677 443 797 683020.167 753 418 518 84î ———

4 3.977 093 848 457 820.045 381 998 138 559î ———

5 8.728 894 509 056 220.006 235 410 032 444 2î ———

6 18.421 538 073 57420.000 524 200 084 001 78î ———20.000 524 200 084 001 79î
7 38.226 572 785 60123.040 905 260 000 431025 î ———

8 78.626 618 151 40721.303 292 486 963 431026 î ———21.303 292 486 963 331026 î
9 160.848 514 831 6224.316 555 265 947 731028 î ———24.316 555 265 947 831028 î
10 327.852 052 696 1921.141 392 576 745 431029 î ———

~b! kma510
0 0.060 846 391 306 19910.345 228 178 335 76î ———

1 20.097 885 024 383 61710.438 730 730 056 69î ———

2 0.028 335 813 135 33910.405 215 707 348 19î ———

3 20.154 713 604 675 7410.270 329 125 511 80î ———

4 20.365 749 242 860 5710.107 492 999 67200î ———

5 20.556 232 709 634 2220.259 643 314 160 25î ———

6 20.552 721 430 208 4421.036 376 663 622 5î ———

7 0.176 870 853 412 1522.524 879 624 575 2î ———

8 3.080 050 778 013 325.093 076 537 200 4î ———

9 11.944 660 303 21828.950 843 537 805 4î ———

10 36.531 966 882 862213.574 072 382 091î ———

TABLE V. Comparison of matrix@S# as computed using multiple scattering solution~MSS! and single scatterer
solution ~SSS!.

n @S#nn via MSS 2@Ŝ2#nn via SSS

~a! kma52
0 0.416 718 276 789 8910.557 654 036 350 83î ———

1 0.782 730 958 484 3010.238 199 742 632 20î ———

2 0.600 064 210 0680010.143 281 450 086 16î ———

3 0.486 445 612 934 5110.057 209 130 290 916î ———

4 0.362 734 809 901 2910.010 177 646 010 434î ———

5 0.268 381 783 282 9110.000 866 601 563 413 09î ———

6 0.203 539 782 616 1514.358 266 921 006031025 î ———

7 0.156 449 769 388 6111.477 086 762 042 531026 î ———

8 0.120 979 201 834 8413.634 908 553 499 131028 î ———

9 0.093 844 276 686 00116.819 104 062 932 1310210î ———

10 0.072 930 341 239 85311.009 974 451 062 6310211î ———

~b! kma510
0 20.758 303 875 286 7610.294 473 850 332 58î ———

1 20.742 286 306 482 5820.181 507 819 637 34î ———20.181 507 819 637 35î
2 20.896 068 161 355 6010.350 435 976 740 35î ———

3 20.586 528 866 179 4310.165 698 602 445 75î ———

4 20.672 897 313 934 3320.029 900 295 352 699î ———

5 20.907 191 162 465 9620.008 413 003 059 521 4î ———20.008 413 003 059 521 5î
6 21.073 645 351 788 510.261 941 863 300 94î ———

7 21.001 833 538 707 310.651 353 179 874 65î ———

8 20.677 618 570 207 5510.951 093 558 42900î ———

9 20.235 640 774 140 7711.019 638 345 591 4î ———

10 0.146 961 011 692 4810.851 948 988 333 37î ———
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the single-scatterer solution differ; and in all such cases the
differences only occur at the 14th significant figure.

For @F# matrix at kma52 ~Table VI!, the number of
significant figures apparently decreases asn increases. The
errors are primarily due to the so-called cancellation errors.
Results for the single-scatterer solution are computed accord-
ing to the right-hand side of Eq.~63!. A major loss of sig-
nificant figures occurs when two numbers are subtracted to
produce a significantly smaller number. This occurs for the
real parts of the right-hand side of Eq.~63!. Using @F#77

5(@Ŝ1#772@Ŝ2#77) as an example, the value of the real part
of @Ŝ2#77 before the substraction, half of that of@S#77 in
Table V according to Eq.~62!, is 0.078 224 884 684 31; the
result after the subtraction is in the order of 10212. During
the subtraction, 9–10 significant figures have been lost. For a
computer with 14–15 significant figures, this means that the
result has no more than 5 significant figures. Indeed, the SSS
result for the real part of (@Ŝ1#772@Ŝ2#77) in Table VI has
exactly 5 significant figures that are identical to those in the
MSS result.

From the results in Tables III–VI, it can be concluded
that the two solutions give identical results, and the errors are
purely the computation system’s.

V. DISCUSSIONS

In the multiple-scattering formalism for general two-
layered scatterers in Sec. III, solving the canonical problems
is not a part of the formalism. As discussed earlier, different
methods can be used to solve the canonical problems, which,
mathematically, are boundary value problems. For this rea-

son, computational aspects of the solution procedure, such as
convergence behaviors and truncation criteria, are not dis-
cussed in this paper. They are more appropriately discussed
in conjunction with a specific method used for a specific
canonical problem.

The multiple-scattering formalism for the two-layered
scatterer is analytically exact, as no approximations have
been introduced in the process. A simple example is used for
the verification because of the existence of its exact analyti-
cal solution. Such a verification verifies that both the formal-
ism and the computational implementation of the multiple-
scattering solution are correct. More importantly, such a
verification validates the use of the multiple scattering for-
malism for analyzing scatterers of more complicated geo-
metrical and physical compositions.

The solution procedure places an emphasis on the physi-
cal process of multiple scattering, which is often overlooked
for individual single scatterers. Furthermore, since the
multiple-scattering solution follows the physical process of
wave propagation, it would be possible to incorporate some
phenomenological approximations such as material attenua-
tion effects into the consideration.

The formalism presented in Sec. III assumes that the
coordinate systems for both canonical problems coincide.
This is not a requirement. When the coordinate systems do
not coincide, a coordinate translation can be performed to
transform the wave expansion bases in one coordinate sys-
tem into another. Coordinate transformations for wave ex-
pansion bases would be similar to those used in the multiple-
scattering theory of Cai and Williams~1999a!. In such case,

TABLE VI. Comparison of matrix@F# as computed using multiple scattering solution~MSS! and single scatterer solution~SSS!.

n @F#nn via MSS (@Ŝ1#nn2@Ŝ2#nn) via SSS

~a! kma52
0 20.134 400 625 857 0120.618 956 662 635 36î ———

1 20.662 821 036 399 8220.425 144 963 056 13î ———

2 20.161 438 764 870 5920.347 219 286 615 24î ———

3 20.010 481 376 610 09720.104 808 118 612 56î ———

4 20.000 163 345 007 518 9320.014 314 892 495 398î 20.000 163 345 007 518 912———î
5 27.559 997 213 775 93102720.001 058 317 220 911 6î 27.559 997 213 801 9310272———î
6 21.404 993 945 415 83102924.937 456 182 958 331025 î 21.404 993 940 634 6310292———î
7 21.274 018 700 850 831021221.601 541 792 140031026 î 21.274 036 431 908 63102122———î
8 26.357 516 791 202 331021623.835 440 241 796 531028 î 26.314 393 452 555 63102162———î
9 21.897 569 847 001 531021927.070 945 994 535 9310210î 02———î
10 23.604 545 000 928 431022321.035 364 607 819 6310211î 02———î

~b! kma510
0 0.785 794 905 545 7020.138 496 181 104 75î ———20.138 496 181 104 74î
1 0.745 664 823 834 2710.166 364 957 963 15î ———

2 0.916 093 757 585 9720.064 060 353 679 975î 0.916 093 757 585 9620.064 060 353 679 974î
3 0.370 380 554 892 9410.211 974 609 250 11î ———

4 0.061 589 971 574 12910.209 562 348 615 98î ———

5 0.159 080 265 101 6120.340 796 939 805 61î ———

6 0.944 655 011 654 1520.503 804 347 803 45î ———

7 0.951 536 114 945 1210.066 656 248 901 822î ———10.066 656 248 901 821î
8 0.075 009 476 363 02810.045 362 168 493 409î ———

9 20.404 571 238 858 7020.539 889 452 453 1î ———

10 20.295 981 973 078 4120.796 577 720 676 54î ———
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eccentrically layered scatterers can be analyzed in the same
manner, giving analytically exact solutions.

An extension of current solution procedure to analyzing
multilayered scatterers of an arbitrary number of layers is
rather straightforward. The analysis may start from the inner-
most two layers, using the formalism in Sec. III. Then, these
two layers can be considered as a single core. This abstract
core and its adjacent layer form another two-layered scat-
terer, subsequently analyzed by using the formalism in Sec.
III again. Similar process is continued, one layer at a time,
until all layers have been incorporated into a core. In es-
sence, the two-layered scatterer becomes another canonical
problem whose solution has been given by the formalism in
Sec. III. It can be further envisioned that scatterers having
continuously varying cross-sectional profiles of physical
properties can be analyzed when each layer in the general
multilayered scatterer becomes a differential layer. Com-
bined with the allowance for eccentricity of the layers, it
would be possible to analyze some geometrically and physi-
cally fairly complicated scatterers.

Another possible application of the present method is for
analyzing multi-core scatterers. The geometrical configura-
tion of such scatterers resembles that of a multiconductor
cable. Such multi-core scatterers are a common configuration
in many engineering applications and among many biologi-
cal tissues and structures. In such cases, the multiple cores
can be analyzed first by using the scatterer polymerization
methodology developed by the author~Cai and Williams,
1999a!. After scatterer polymerization, the cores become one
single abstract scatterer whose reflection matrix is known.
This matrix corresponds to matrix@R23# in the first canonical
problem at the inner interface in the two-layered formalism.

In summary, the significance of the multiple scattering
formalism for multilayered scatterers in the present paper is
that it opens new ways of analyzing the scattering by single
scatterers that have complicated physical or geometrical
compositions.

VI. CONCLUSIONS

A novel solution procedure is proposed for analyzing the
scattering by multilayered scatterers. The solution is based
on the observation that multiple scattering process occurs in
single scatterers having delineative internal structures. A for-
malism was presented for a general two-layered cylindrical
scatterer subjected to SH waves. Numerical computations are
performed for a two-layered concentric circular cylindrical
scatterer whose exact analytical solution is known. The
multiple-scattering procedure yields an analytically exact so-
lution when the canonical problems can be solved analyti-
cally. The solution procedure opens new ways for analyzing
scatterers with complicated internal structure.
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This paper presents an innovative method, called the mode-exciting method, to solve Lamb
wave-scattering problems in an infinite plate. In this method, a set of Lamb wave modes is excited
by appropriate boundary conditions given on the virtual edges of a finite plate. After solving
numerically the elastodynamic problem defined in the finite domain, the numerical solution is
decomposed into Lamb wave modes. The Lamb wave modes constitute a system of equations,
which can be used to determine the scattering coefficients of Lamb waves for the original problem
in an infinite plate. The advantage of the mode-exciting method is that a well-developed numerical
method such as finite-element~FEM! or boundary element~BEM! can be used in the elastodynamic
analysis for the finite region without any modification like coupling with other numerical
techniques. In numerical examples, first the error estimation of the mode-exciting method is
discussed by considering three types of error indicators. It is shown that among them, the power
ratio of nonpropagating modes to propagating modes is the most suitable for the error estimation.
Numerical results are then shown for scattering coefficients as a function of nondimensional
frequency for edge reflection and crack scattering problems. ©2004 Acoustical Society of
America. @DOI: 10.1121/1.1639330#

PACS numbers: 43.20.Gp, 43.20.Mv@DEC# Pages: 996–1005

I. INTRODUCTION

Lamb wave ultrasonic method is usually applied in non-
destructive evaluation to detect a defect in a thin plate.1 This
method is very useful because it can scan a wide range of the
plate without moving a transducer during inspection. There-
fore, the Lamb wave method is suitable toin situ inspection.
Scattering characteristics of Lamb waves are, however, very
complicated, because the interaction between Lamb waves
and scatterers causes mode conversions which involve not
only propagating modes but also an infinite number of non-
propagating modes. Therefore, a Lamb wave-scattering
analysis is hard to carry out analytically.

Some researchers have carried out the Lamb wave-
scattering analysis semianalytically.2–5 However, the prob-
lems solved by the semianalytical analysis have been re-
stricted to simple examples. Moreover, the semianalytical
method still needs specific numerical calculation that has the
possibility to cause instability or divergency in the solution.

On the other hand, numerical analyses have great poten-
tial to solve a variety of problems. Koshibaet al.6 and Al-
Nassaret al.7 have applied a finite-element method~FEM!
combined with a normal-mode expansion to Lamb wave-
scattering analysis. Cho and Rose8,9 have developed a hybrid
method of the boundary element method~BEM! and a
normal-mode expansion technique to solve scattering and
edge reflection of Lamb waves. However, because FEM and
BEM are coupled to the other numerical technique, the FEM
and BEM have to be modified properly before their applica-
tion to Lamb wave-scattering analysis. This modification al-
ways needs supplemental knowledge about the FEM and
BEM, and tends to reduce the ability of the FEM and BEM
themselves.

In this paper, we develop an innovative method, called

the mode-exciting method, to calculate scattering coefficients
of Lamb waves generated by the interaction of an incident
Lamb wave with scatterers in an infinite plate. In all previous
studies mentioned above, the scattering coefficients sub-
jected to an incident Lamb wave of the specified mode and
the unit amplitude were directly determined by using an
FEM or a BEM in conjunction with a normal-mode expan-
sion. In the mode-exciting method, however, all Lamb wave
modes are simultaneously excited by appropriate boundary
conditions given on both ends of a finite plate. The excited
Lamb wave modes constitute a system of equations which is
solved to determine the scattering coefficients for all Lamb
modes.

The advantage of the mode-exciting method is that the
wave analysis is carried out for the finite domain bounded by
the upper and lower plate surfaces and the virtual edges,
even though the original problem deals with the infinite
plate. Therefore, in the wave analysis we can use a well-
developed numerical method such as an FEM or a BEM with
no modification and no coupling scheme to other methods.

In Sec. II, the basic theories of Lamb wave modes are
summarized and in Sec. III, then, the formulation of mode-
exciting method is presented with some remarks. Some nu-
merical examples for the problems of edge reflection and
crack scattering are shown in Sec. IV, which is followed by
the conclusions in Sec. V.

II. BASIC THEORY OF LAMB WAVE MODES

Before presenting the mode-exciting method for Lamb
wave-scattering analysis, some fundamental properties of
Lamb wave modes are summarized in this section.
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A. Fundamental relationships

Let us consider a homogeneous, isotropic, and linearly
elastic plate with the thickness 2h. We take thex1 axis in the
longitudinal direction, thex2 axis in the thickness direction,
and thex3 axis in the antiplane direction of the plate. On the
assumption that traction-free conditions are given on the up-
per and lower surfaces and the wave field in the plate is time
harmonic and in a plane strain state, it is known that there
exist Lamb wave modes1,10,11with the dispersive relations

tan~qh!

tan~ph!
1

4k2pq

~q22k2!2 50, ~1!

for symmetric modes and

tan~qh!

tan~ph!
1

~q22k2!2

4k2pq
50, ~2!

for antisymmetric modes, wherek and v denote the wave
number and the frequency, respectively. In Eqs.~1! and ~2!

p25
v2

cL
2 2k2, q25

v2

cT
2 2k2, ~3!

cL and cT are the velocities of longitudinal and transverse
waves, respectively. As a numerical example, the dispersion
curves for the steel withcL55940 m/s andcT53200 m/s are
shown in Fig. 1. Detailed discussion on dispersion of Lamb
waves can be found in many books, e.g., see the textbook
authored by Achenbach.10

The displacement of the Lamb wave modes can be ex-
pressed as

u15 iAkH cos~px2!

sin~ph!
1

2pq

k22q2

cos~qx2!

sin~qh! J ei ~kx12vt !,

u252ApH sin~px2!

sin~ph!
2

2k2

k22q2

sin~qx2!

sin~qh! J ei ~kx12vt !, ~4!

for symmetric modes and

u15 iAkH sin~px2!

cos~ph!
1

2pq

k22q2

sin~qx2!

cos~qh! J ei ~kx12vt !,

u25ApH cos~px2!

cos~ph!
2

2k2

k22q2

cos~qx2!

cos~qh! J ei ~kx12vt !, ~5!

for antisymmetric modes, whereA is an arbitrary constant.
The stress components can be evaluated by substituting

Eqs.~4! and ~5! into the stress—displacement relation

t i j 5r~cL
222cT

2!uk,kd i j 1rcT
2~ui , j1uj ,i !, ~6!

wherer is the density andd i j is the Kronecker delta.

B. Orthogonality of Lamb wave modes

Let L1 ,L2 ,... be theLamb wave modes without distin-
guishing symmetric and antisymmetric modes. These modes
are assumed to have different wave numbers from each other.

We now consider two modesLm andLn with the wave
numberskm and kn that have the displacement and tensor
fields @u, t# and @v, s#, respectively, where

u5ũe2 ivt5ûei ~kmx12vt !, t5 t̃e2 ivt5 t̂ei ~kmx12vt !,

v5 ṽe2 ivt5 v̂ei ~knx12vt !, s5s̃e2 ivt5ŝei ~knx12vt !.
~7!

Then, it has been proved by Auld11 that

~km2kn* !Pmn50, ~8!

where

Pmn5
iv

4 E
2h

h

~ ûi ŝ1i* 2 v̂ i* t̂1i !dx2 . ~9!

We will now further discuss the physical meaning of
Pmn . For two modesLm and Ln defined in Eq.~7!, the
powers passing through a vertical section of the plate are
calculated by

P@Lm#5RE
2h

h

2
iv

2
ũi* t̃1idx2 , ~10!

P@Ln#5RE
2h

h

2
iv

2
ṽ i* s̃1idx2 , ~11!

FIG. 1. Dispersion curves for~a! propagating Lamb waves and~b! non-
propagating Lamb waves.
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whereR denotes the real part of the integral. In the sequel,
we will omit the symbolR for simplicity.

According to the linearity of elastodynamic field, the
displacement and stress of the superposition ofLm and Ln

can be written as@u1v,t1s#, and then the power becomes

P@Lm1Ln#5E
2h

h

2
iv

2
~ ũi* 1 ṽ i* !~ t̃1i1s̃1i !dx2

5P@Lm#1P@Ln#2
v

2 E
2h

h

~ i ũ i* s̃1i

1 i ṽ i* t̃1i !dx2 .

Because only the real part of power is considered, we can
replacei ũ i* s̃1i with its conjugate2 i ũ i s̃1i* to have

P@Lm1Ln#5P@Lm#1P@Ln#2
iv

2 E
2h

h

~2ũi s̃1i*

1 ṽ i* t̃1i !dx2 . ~12!

Using Eq.~7!, Eq. ~12! can be written as

P@Lm1Ln#5P@Lm#1P@Ln#1
iv

2 E
2h

h

~ ûi ŝ1i*

2 v̂ i* t̂1i !e
i ~km2kn* !x1dx2

5P@Lm#1P@Ln#12ei ~km2kn* !x1Pmn . ~13!

Let us consider the third term on the right-hand side of

Eq. ~13!. When Pmn50, it is obvious that 2ei (km2kn* )x1Pmn

52Pmn . Even for PmnÞ0, we also have 2ei (km2kn* )x1Pmn

52Pmn , sincekm2kn* 50 from Eq.~8!. Hence, Eq.~13! can
be rewritten as

P@Lm1Ln#5P@Lm#1P@Ln#12Pmn . ~14!

From Eq.~14!, it is clear that the real part ofPmn represents
the difference between the sum of the powers of two modes
and the power of their superposition. IfPmn50, then the
power of the sum of two modes is equal to the sum of the
powers of each mode.

Next, we consider the special case ofm5n. From Eq.
~14!, we can easily find thatPmm is equal to the power of
Lm , i.e.,

Pmm5P@Lm#. ~15!

If the Lamb wave modeLm is a nonpropagating mode, the
wave numberkm is not a pure real value, i.e.,km2km* Þ0.
Then, we obtain

P@Lm#5Pmm50, ~16!

from Eqs. ~8! and ~15!. It can, therefore, be said that the
nonpropagating mode has no power flow.

Taking the same procedure as in the case of two modes,
we can also extend Eq.~14! to the case of three or more
modes. The result for a set ofK modesLm1

,Lm2
,...,LmK

can
be expressed as

PF(
i 51

K

LmiG5(
i 51

K

P@Lmi
#1 (

i 51

K21

(
j 5 i 11

K

2Pmimj
. ~17!

It is noted thatm1 ,m2 ,...,mK need not differ from each
other.

Furthermore, if a set of Lamb wave modesLmi
( i

51,...,K) with the wave numberskmi
has the property that

any two Lamb wave modesLmi
andLmj

(1< i , j <K) are

different from each other in the sense ofkmi
2km j* Þ0, then

Eq. ~8! yields Pmimj
50, and hence we have

PF(
i 51

K

LmiG5(
i 51

K

P@Lmi
#. ~18!

In this paper, we say that a set of Lamb wave modes satis-
fying Eq. ~18! has the property oforthogonality of power
distribution.

Next, we consider in detail the cases ofkm5kn* , where
the orthogonality of power distribution is not guaranteed.
The condition ofkm5kn* is satisfied in the case of

~i! km5kn andkm has no imaginary part;
~ii ! km52kn andkm has no real part; and
~iii ! km5kn* andkm has both real and imaginary parts.

In the first case, both Lamb wave modesLm andLn are
propagating modes with the same wave numbers, which have
apparently no orthogonality of power distribution. In the lat-
ter two cases,Lm andLn are nonpropagating modes with the
opposite signs in the imaginary parts of the wave numbers,
which have no orthogonality of power distribution. Hereaf-
ter, we call a pair of these modesconjugate nonpropagating
modes. It is of interest that a single nonpropagating mode
cannot carry power as shown in Eq.~16!, but the conjugate
nonpropagating modes can.11 From Eqs.~14! and ~16!, the
power of conjugate nonpropagating modesLm andLn can be
found as

P@Lm1Ln#52Pmn . ~19!

C. Normalized Lamb wave modes

The expressions of Lamb wave modes in Eqs.~4! and
~5! contain an arbitrary factorA in the amplitude. We now
introduce a power-based normalized Lamb wave mode to
relate the magnitude of the amplitude directly to the power.

The normalized displacementū of a propagating Lamb
wave modeLm is defined as

ū5
u

AuP@Lm#u
, ~20!

whereu is the displacement of modeLm . According to the
above definition, it is clear thatuP@L̄m#u51 for a normalized
propagating modeL̄m .

In the normalization of a nonpropagating Lamb wave
mode, we need to use the power of the superposition of
conjugate nonpropagating modes, since a single nonpropa-
gating mode has no power. Ifu andv are displacements of
conjugate nonpropagating Lamb wave modesLm and Ln ,
respectively, the normalized displacementsū and v̄ are de-
fined as
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ū5
u

AuPmnu
, v̄5

v

AuPmnu
, ~21!

wherePmn is defined in Eq.~9!. From the definition ofū and
v̄, it is clear thatuP@L̄m1L̄n#u<2.

It can easily be shown that the power of normalized
propagating mode is evaluated as

uP@AmL̄m#u5uAmu2, ~22!

whereAm is the amplitude of the modeL̄m . Also, the power
of the superposition of normalized conjugate nonpropagating
modes is evaluated as

uP@AmL̄m1AnL̄n#u52R~AmAn* P̄mn!<2uAmAnu, ~23!

whereP̄mn is defined for the normalized modesL̄m andL̄n .
Hereafter, we use the symbolLn for the normalized

Lamb wave mode without the upper bar inL̄n .

D. Mode decomposition

Here, we present a mode decomposition method for a
time-harmonic elastodynamic fieldE5@ ũe2 ivt,t̃e2 ivt# in a
plate which satisfies the traction-free boundary condition on
the top and bottom surfaces. To simplify the notation, we
introduce a new operator ‘‘(’’ that relates two time-
harmonic elastodynamic fieldsE andE8 to a scalar value as
follows:

E(E8[
iv

4 E
2h

h

~ ũi s̃1i* 2 ṽ i* t̃1i !dx2 , ~24!

whereE5@ ũe2 ivt,t̃e2 ivt# and E85@ ṽe2 ivt,s̃e2 ivt#. From
Eqs.~7!–~9!, it is obvious thatLm(Ln is equal toPmn .

Suppose that a general elastodynamic fieldE is ex-
pressed by the superposition of the Lamb wave modes as
follows:

E5 (
n51

`

AnLn . ~25!

Note that the right-hand side of Eq.~25! contains all of the
propagating modes and the nonpropagating modes. If we ap-
ply (Lm to both sides of Eq.~25!, then we have

E(Lm5 (
n51

`

AnLn(Lm5 (
n51

`

AnPnm . ~26!

From Eq.~8!, Pmn is not zero only ifkn5km* . Then, we find
that

Am5
E(Lm̃

Pmm̃
, ~27!

where

m̃5H m, if Lm is a propagating mode,
n satisfying kn5km* ,if Lm is a

nonpropagating mode.

III. MODE-EXCITING METHOD

A. Statement of the problem

The scattering problem in an infinite plate with a hori-
zontal crack as shown in Fig. 2~a! is considered here to ex-
plain the mode-exciting method. The plate is composed of
two plain platesa and b with semi-infinite lengths, con-
nected by a central part including a crack as a scatterer. Ap-
plication of the mode-exciting method to problems with
more complicated geometries will be shown later.

When an incident wave hits the scatterer, scattered
waves are generated so that the superposition of the incident
and scattered waves, i.e., the total wave, satisfies the bound-
ary condition on the surface of the scatterer as well as the
boundary condition on the top and bottom surfaces of the
plates. Generally, the scattered waves include not only propa-
gating modes, but also nonpropagating modes. However, be-
cause the receiving transducer is normally located far from
the scatterer in Lamb wave ultrasonic testing, scattered non-
propagating modes decay before reaching the receiver. On
the other hand, propagating modes can travel without attenu-
ation in a plate. In the Lamb wave-scattering analysis, there-
fore, the scattered nonpropagating modes are neglected and
only the scattered propagating modes are taken into account.

FIG. 2. ~a! Scattering problem by a horizontal crack in an infinite plate and
~b! the boundary value problem for a finite plate considered in the mode
exciting method.
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1• iCn
2→(

j 51

2

(
m51

Nj

j
i r m

n
jCm

1 ~ i 51!, ~28!

Note thatN15N2 for the problem shown in Fig. 2~a!,
because the platesa and b have the same thickness and
material. In general, however,N1 andN2 may take different
values. For general description of the mode-exciting method,
therefore, we still keep using the subscripts inN1 andN2 in
the following.

B. Formulation of mode-exciting method

As stated in the previous subsection, the original prob-
lem in Lamb wave-scattering analysis is related to the plate
with infinite length. The wave problem in an infinite plate,
however, is relatively troublesome to be solved by using a
normal numerical method such as an FEM or BEM. In the
mode-exciting method, Lamb waves in the plate with finite
length are analyzed to obtain the scattering coefficients of
Lamb waves in an infinite plate. Thus, a usual numerical
method can be applied to the wave analysis in a finite do-
main without any modification.

As shown in Fig. 2~b!, let us consider the time-harmonic
boundary value problem defined in the interior domainD
enclosed by the plate surfacesSb8 , the crack surfaceSc , and
the virtual edgesE1 and E2 . SinceSb8 and Sc are traction
free, the boundary conditions on these surfaces are given by
t215t2250. Unlike Sb8 andSc , however, the boundary con-
ditions onE1 and E2 cannot be specifieda priori so as to
produce the same wave field as that in Fig. 2~a!. Neverthe-
less, we set some boundary conditions, calledexciters, on the
virtual edgesE1 and E2 . Here, the exciters can be chosen
arbitrarily, and the wave field excited by the exciters is gen-
erally different from that in the original problem in Fig. 2~a!.
In the mode-exciting method, the wave field excited by the
exciters is used to constitute a system of equations to deter-
mine the scattering coefficientsj

i r m
n as described in the se-

quel. Also given later are details on where the virtual edges
E1 andE2 should be taken and how the exciters given onE1

andE2 are selected. After all boundary conditions are speci-
fied for the interior domainD, the boundary value problem
becomes a well-posed problem, which can be solved easily
by using a usual numerical tool.

For a preliminary procedure in making a system of equa-
tions in the mode-exciting method, we consider here the
Lamb wave modes in a finite plate as shown in Fig. 2~b!.

iE5 (
n51

`

iAn iLn , ~29!

iE5 (
n51

Ni

~ ian iCn
21 ibn iCn

1!1 (
n51

`

~ ign iDn
21 idn iDn

1!,

~30!

whereian , ibn , ign , andidn are the amplitudes of the Lamb
wave modesiCn

2 , iCn
1 , iDn

2 , and iDn
1 , respectively. Note

that there are a finite number of modes in propagating Lamb
waves, whereas nonpropagating Lamb waves have an infinite
number of modes.

Now, we discuss the wave field near the scatterer in
more detail. Sinceian iCn

2 and ign iDn
2 are considered as

incident waves, andibn iCn
1 and idn iDn

1 are taken as scat-
tered waves, the scattering process in the vicinity of the scat-
terer can be written as follows:

(
i 51

2 S (
n51

Ni

ian iCn
21 (

n51

`

ign iDn
2D

→(
j 51

2 S (
m51

Nj

jbm jCm
11 (

m51

`

jdm jDm
1D . ~31!

In the above equation, the Lamb wave modes( i(n ign iDn
2

are nonpropagating incident wave generated by the exciters.
If the distance between the virtual edge and the scatterer is
taken large enough, however, the displacements of these
modes will become quite small when these modes reach the
scatterer, because of exponentially evanescing property of
the nonpropagating modes. Thus,ign iDn

2 can be neglected
in Eq. ~31!, and hence we have

(
i 51

2

(
n51

Ni

ian iCn
2→(

j 51

2 S (
m51

Nj

jbm jCm
11 (

m51

`

jdm jDm
1D .

~32!
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In this equation, the incident wave consists of only propagat-
ing modes that can travel with constant amplitudes in a plain
plate. It means that Eq.~32! expresses the scattering process
equivalent to that in aninfinite plate subjected to the incident
wave of propagating modes( i(n ian iCn

2 . Note that the
scattering wave near the scatterer includes propagating
modes as well as nonpropagating modes, which are indis-
pensable to satisfy the boundary condition on the scatterer.
However, because the nonpropagating scattered wave eva-
nesces exponentially, the scattering process in the far field
can be written as follows:

(
i 51

2

(
n51

Ni

ian iCn
2→(

j 51

2

(
m51

Nj

jbm jCm
1 . ~33!

In the following, we show how to constitute a system of
equations to determine the scattering coefficientsj

i r m
n in the

original problem. Multiplying both sides of Eq.~28! by ian

and taking the summation for all modes in all plates leads to
the following relation:

(
i 51

2

(
n51

Ni

ian iCn
2→(

j 51

2

(
m51

Nj

(
i 51

2

(
n51

Ni

ian j
i r m

n
jCm

1 . ~34!

Comparison between Eqs.~33! and~34! yields a set of equa-
tions with j

i r m
n as unknown variables

(
i 51

2

(
n51

Ni

ian j
i r m

n 5 jbm ~m51,...,Nj , j 51,2!. ~35!

Note that ian and jbm are known coefficients, which are
obtained by the mode decomposition of the wave field in a
plate with finite length.

In Eq. ~35! the number of equations isNT , whereNT

5N11N2 , while the number of unknown variablesj
i r m

n is
N T

2. Therefore, the number of equations in Eq.~35! is not
sufficient to determinej

i r m
n . Additional equations can be ob-

tained easily, however. It is clear that the values ofian and

jbm depend on the exciters applied on the virtual edges. If
another set of exciters is applied on the virtual edges, then
another set ofian and jbm can be obtained. UsingNT dif-
ferent sets of exciters, therefore,NT different sets ofian and

jbm are obtained, and hence the number of equations be-
comesN T

2, compatible with the number of unknownsj
i r m

n .
Note that sinceian and jbm are complex values, the scatter-
ing coefficientsj

i r m
n are obtained as complex numbers.

C. Remarks on the mode exciting method

1. How to select the exciters

As stated in the last subsection,NT different sets of
exciters are necessary to determine the scattering coefficients

j
i r m

n in the mode-exciting method. The problem is how we
should selectNT sets of exciters so that we can obtain a
solution.

The scattering coefficientsj
i r m

n are solutions of the sys-
tem of linear equations~35! with the Lamb wave amplitudes

ian in coefficients. Obviously, the necessary and sufficient
condition for the existence of the solution for Eq.~35! is that

the amplitudesian of the incident propagating modes are
linearly independent for all sets of exciters given on the vir-
tual edgesE1 andE2 .

It is, however, quite difficult to derive the explicit rela-
tion between the amplitudes of incident propagating modes

ian and the exciters given onE1 andE2 . Since linear depen-
dence in sets of exciters obviously causes linear dependence
in sets of amplitudes of incident propagating modes, it can be
said that linear independence in sets of exciters is a necessary
condition for the existence of the solution. Linear indepen-
dence in the sets of exciters is not, however, a sufficient
condition for the existence of the solution, as shown in the
following. Consider two sets of exciters on virtual edges
which are different from each other only by displacement
distribution of a certain nonpropagating mode. If the virtual
edges are set far enough from the scatterer, nonpropagating
displacement components in exciters have no effect on the
scattering process near the scatterer. These two sets of excit-
ers may, therefore, generate incident propagating modes with
the same amplitudes, which violate the existence of the so-
lution.

Although only the necessary condition is known as men-
tioned above, linear independence in exciters is usually suf-
ficient in practice unless the displacement distributions of
nonpropagating modes are used intentionally as an exciter.
Linearly independentNT sets of exciters can be easily con-
structed, for example, by using the displacement distribution
of propagating modes as an exciter. An example is given in
Sec. IV A.

2. Computational time

In the mode-exciting method, the boundary value prob-
lems have to be solved forNT different sets of exciters even
if only one mode of Lamb wave is of interest as incident
wave in the scattering analysis. Since most of computational
time is spent for solving the boundary value problem by a
numerical method such as FEM or BEM, the computational
time of the whole of the mode-exciting method is ordinarily
proportional toNT . Therefore, the mode-exciting method
may be considered to be inefficient for a largeNT . However,
because the domain in the boundary value problem is un-
changed for different sets of exciters, the stiffness matrix is
also unchanged. Therefore, the matrix inverse calculation,
which is the most time-consuming part in the numerical cal-
culation, is necessary to be carried out only once. Consider-
ing this computational aspect, the computational time of the
mode-exciting method is nearly independent ofNT . More-
over, since the mode-exciting method obtains all of the scat-
tering coefficients simultaneously, the mode-exciting method
becomes a powerful method when the scattering coefficients
of more than one incident wave are to be found.

3. Error estimation

In the mode-exciting method, the system of equations
~35! is constituted by the Lamb wave decomposition of the
numerical solutions, which are obtained by using a numerical
method such as FEM or BEM. It is, therefore, clear that the
accuracy of the mode-exciting method depends largely on
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that of the numerical solutions. In this section, however, we
do not further discuss the accuracy of the numerical solu-
tions, and our focus is given only on the error caused by the
mode-exciting method itself.

As stated in Sec. III B, we neglect the nonpropagating
incident wave of( i(n ign iDn

2 assuming that the nonpropa-
gating modes decay enough during the travel from the virtual
edges to the scatterer. If the distances between the virtual
edges and the scatterer are not large enough, however, then
the scattering process may be affected by the nonpropagating
incident wave, which can be the source of the error in the
mode-exciting method. Since conjugate nonpropagating
modes carry the power, the error may be estimated by taking
the ratio of the power of nonpropagating modes to that of
propagating modes.

Let e be the error bound for the scattering coefficients.
Under the assumption ofe!1, the error of the scattering
coefficients has the same order as the error of the power.
Therefore, we have the following relation:

PD

PC
,e, ~36!

wherePC is the total power of all the propagating modes
given by PC5(uAmu2, andPD denotes the maximum total
power of all conjugate nonpropagating modes given byPD

5(2uAmAnu. Here,Am is the amplitude of Lamb wave mode
Lm andAn is the amplitude of the conjugate nonpropagating
modeLn corresponding to the modeLm .

Generally, the power ratioPD /PC becomes smaller as
we take larger distances between the virtual edgesEi and the
scatterer. Thus, Eq.~36! can be used as a criterion to deter-
mine the locations of the virtual edgesEi . Note that in the
calculation ofPD , although there are an infinite number of
nonpropagating modes, from our experience it is sufficient to
consider only the conjugate nonpropagating modes with the
smallest imaginary part in wave number.

D. Procedure of mode-exciting method

We summarize the calculation procedure of the mode
exciting method as follows.

~1! Set the virtual edges at appropriate locations in the infi-
nite plates.

~2! Choose linearly independentNT sets of exciters as
boundary conditions on the virtual edges.

~3! Apply a set of exciters to the virtual edges and solve
numerically the boundary value problem defined in a
finite domain bounded by the virtual edges and the
traction-free surfaces.

~4! Decompose the numerical solution of the boundary value
problem into Lamb wave modes by using Eq.~27! and
obtain the amplitudes of Lamb waves,ian , jbm , ign ,
and jdm .

~5! Check whether the decomposed Lamb waves satisfy the
power ratio given by Eq.~36! or not. If not, increase the
distances between virtual edges and scatterer, and go
back to step 3.

~6! Repeat steps 3 to 5 forNT sets of exciters to haveNT

sets ofian and jbm .

~7! SubstituteNT sets ofian and jbm into Eq.~35! and solve
the system of equations to obtain the scattering coeffi-
cients j

i r m
n .

For simplicity, so far, the formulation of the mode-
exciting method is presented for the scattering problem by a
crack in an infinite plate as shown in Fig. 2~a!. As shown in
Fig. 3, however, the mode-exciting method can also be ap-
plied to other types of scattering problems such as reflection
by a plate edge, scattering by a T-shaped connection of
plates, and scattering in multiconnected plates. For the prob-
lem with M plates’ connection as shown in Fig. 3~c!, NT is
defined by NT5N11N21¯1NM in the mode-exciting
method.

IV. NUMERICAL EXAMPLES

This section presents numerical implementation of the
mode-exciting method and shows numerical results for the
problems of the edge reflection and the crack scattering. The
plate is a steel one, for which the Rayleigh–Lamb frequency
spectrum is shown in Fig. 1.

A. Numerical implementation of mode exciting
method

As shown in Sec. III C 3, the accuracy of the mode-
exciting method is affected by the distances between the vir-
tual edges and the scatterer. So, we have to choose the loca-
tions of the virtual edges cautiously, taking account of the
error estimation. Figure 4 shows three types of errors as a

FIG. 3. ~a! Reflection of Lamb waves by an edge.~b! Scattering of Lamb
waves inT-shaped connected plates.~c! Scattering of Lamb waves in multi-
connected plates.
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function of the distanced between the virtual edge and the
end of the plate for the edge reflection problem as shown in
Fig. 3~a! with the nondimensional frequencyvh/cT53.4,
The abscissa denotes the distanced, which is normalized by
the smallest absolute valueb among the imaginary parts of
the wave numbers of nonpropagating modes. Here,b is used
for the normalization because the imaginary part of the wave
number of nonpropagating mode has a close relation to the
attenuation of that mode.

In Fig. 4,ER1 shows the power ratioPD /PC as defined
in Eq. ~36!. ER2 denotes the maximum error in the power
balance expressed by Eq.~B3! in Appendix B.ER3 repre-
sents the error of the specific scattering coefficient1

1r 1
1,

which is evaluated by taking the difference between1
1r 1

1 and
a reference value. Here, we use1

1r 1
1 at db520 as the refer-

ence value. From Fig. 4, it can be seen that the power ratio
ER1 decreases asdb increases. Fordb,10, ER2 andER3
also decrease asER1 does. Fordb.10, however,ER2 and
ER3 do not decrease any more whileER1 continues to de-
crease. This is becauseER2 andER3 are directly influenced
by the limit of the precision of the BEM solutions. Since
ER1 is not affected by the error of numerical calculation, the
power ratioPD /PC is taken as the most proper indicator for
the error of the mode-exciting method. For all examples
shown in the following, we usedb58.0.

Given here is an example showing how to set linearly
independent exciters on the virtual edgesEi . Consider the
scattering problem by a crack shown in Fig. 2~a!. If the fre-
quencyvh/cT is less thanp/2, there exist only two propa-
gating Lamb wave modes,A0 andS0 , as shown in Fig. 1~a!.
So, we haveN15N252 and NT5N11N254 for vh/cT

,p/2. Therefore, four sets of linearly independent boundary
conditions are required as exciters to solve the problem by
the mode exciting method. As shown in Table I, four sets of
displacement boundary conditions onE1 andE2 are chosen
as exciters. In each set of exciters, the displacement of a
propagating mode,A0 or S0 , is specified on one edge, while
null displacement is given on the other edge. Note that the
traction components on the edges are unknown terms in the
boundary value problem. Thus, we can construct linearly in-
dependentNT sets of exciters to solve the mixed boundary
value problems, where the displacement conditions in Table I

and the traction-free condition are given on the virtual edges
and the other boundaries, respectively.

In this paper, the mixed boundary value problems are
solved by using the BEM with quadratic elements. The
boundaries are discretized as follows. The virtual edges, the
free edge in the edge reflection problem and the crack sur-
face of the crack scattering problem are divided into 5 ele-
ments, 5 elements, and 10 elements, respectively. The top
and bottom surfaces of the plates are discretized into the
elements with the length less than one-fifth of the smallest
wavelength of propagating mode.

B. Numerical results

In Figs. 5~a! and ~b!, the absolute values of scattering
coefficients for the edge reflection problem illustrated in Fig.
3~a! are shown forA0 incidence andS0 incidence, respec-

FIG. 4. ErrorsER1, ER2, andER3 as a function of the distanced between
the virtual edge and the scatterer.

TABLE I. Four sets of exciters given on the virtual edgesE1 and E2 .
uA0

(x1 ,x2) and uS0
(x1 ,x2) are the displacements ofA0 and S0 modes ex-

pressed in Eqs.~4! and ~5! which are normalized by Eq.~20!, and2a and
a are thex1 coordinates ofE1 andE2 , respectively.

E1 E2

Exciters 1 u(x2)5uA0
(2a,x2) u(x2)50

Exciters 2 u(x2)5uS0
(2a,x2) u(x2)50

Exciters 3 u(x2)50 u(x2)5uA0
(a,x2)

Exciters 4 u(x2)50 u(x2)5uS0
(a,x2)

FIG. 5. Scattering coefficients for the edge reflection due to~a! A0 incidence
and ~b! S0 incidence.
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tively. Since the scatterer is vertically symmetric, the sym-
metric and antisymmetric modes are uncoupled each other.
As seen in Figs. 5~a! and~b!, the scattering coefficients1

1r A0

A0

and1
1r S0

S0 have the unit absolute values in the frequency range

below the cutoff frequencies ofA1 mode (vh/cT5p/2) and
S1 mode (vh/cT52.715), respectively, where only single
mode exists. For comparison, the results of the HBEM ob-
tained by Cho and Rose8 are plotted by the blank symbols in
Fig. 5. Fairly good agreement is obtained between both re-
sults. Although only a small difference is observed at high
frequencies, our results seem to be more accurate as far as
the power balance is verified.

Figures 6~a! and~b! show the absolute values of scatter-
ing coefficients by the horizontal crack illustrated in Fig. 2~a!
with length of 2s52h subjected toA0 andS0 incident Lamb
waves, respectively. Since the crack is located at the middle
plane of the plate, the symmetric and antisymmetric modes
are uncoupled. Furthermore, the scatterer is also symmetric
with respect to thex2 axis; therefore, we have the relations of

1
1r m

n 52
2r m

n and2
1r m

n 51
2r m

n . Hence, only1
1r m

n and2
1r m

n are shown
in Fig. 6. For both incident modes ofA0 andS0 , we can see
some peaks where the reflection power becomes nearly unity,
i.e., no power passes through the crack. These resonance
phenomena were also observed by Rokhlin.2,12 The investi-
gation of these resonance phenomena will be carried out in
more detail in future.

V. CONCLUSIONS

The conclusions obtained in this paper are summarized
below.

~1! The mode-exciting method has been successfully devel-
oped to solve any types of Lamb wave-scattering prob-
lems.

~2! The error of the mode-exciting method has been esti-
mated quantitatively by evaluating the proportion of the
power of nonpropagating modes to the power of propa-
gating modes.

~3! This method has been applied to the problems of the
edge reflection and the crack scattering. Comparison be-
tween the results obtained by our method and the HBEM
has shown a good agreement.

~4! It is remarked that the basic idea of this method can be
extended to the scattering analyses of any other guided
waves in pipes and layered media.

APPENDIX A: UNIQUENESS OF THE SCATTERING
COEFFICIENTS

The uniqueness of the scattering coefficientsj
i r m

n is
shown as follows. Suppose that there are two solutions of the
scattering coefficientsj

i r m
n and j

i Rm
n for the incident mode

iCn
2 . Then, we have the relations

1• iCn
2→(

j 51

M

(
m51

Nj

j
i r m

n
jCm

1 , ~A1!

1• iCn
2→(

j 51

M

(
m51

Nj

j
i Rm

n
jCm

1 . ~A2!

Subtraction of Eq.~A1! by Eq. ~A2! yields

0→(
j 51

M

(
m51

Nj

~ j
i r m

n 2 j
i Rm

n ! jCm
1 . ~A3!

Here, we have no propagating mode toward the scatterer, as
shown on the left-hand side in Eq.~A3!. From the conserva-
tion of power, the total power of Lamb modes on the right-
hand side of Eq.~A3! must be 0. Since the set of propagating
modes satisfies the orthogonality of power distribution@see
Eq. ~18!# and all Lamb modesjCm

1 have powers in the out-
going direction, thenj

i r m
n 2 j

i Rm
n must be 0. According to the

uniqueness of the scattering coefficients, the values of the
scattering coefficients obtained from different sets of exciters
should be equal within a tolerance of the error.

APPENDIX B: ORTHOGONALITY IN THE SCATTERING
COEFFICIENT

The scattering coefficients in Lamb wave-scattering
problem have orthogonal property as follows. Let us con-
sider the definition of the scattering coefficientsj

i r m
n as shown

in Eq. ~28!. For the incident Lamb waveiCn
2 with the unit

power, the total power of the scattered Lamb waves should
be equal to unity from the power balance. Since the set of
scattered propagating modes in Eq.~28! has the orthogonal-
ity of power distribution as discussed in Sec. II B, the total

FIG. 6. Scattering coefficients by a horizontal crack located in the middle
plane of the plate subjected to~a! A0 incidence and~b! S0 incidence.
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scattered power is equal to the sum of the squares of the
absolute amplitudes of all scattered propagating modes as
shown in Eq.~18!, namely

(
j 51

M

(
m51

Nj

u j
i r m

n u251,

or

(
j 51

M

(
m51

Nj

j
i r m

n ~ j
i r m

n !* 51. ~B1!

Next, let us consider two different incident modes with the
differenceu in phase

i1Cn1

2 1eiu
i 2
Cn2

2 →(
j 51

M

(
m51

Nj

~ j
i 1r m

n11 j
i 2r m

n2eiu! jCm
1 ,

wherei 1Þ i 2 or n1Þn2 . The power relation then becomes

25(
j 51

M

(
m51

Nj

~ j
i 1r m

n11 j
i 2r m

n2eiu!~ j
i 1r m

n11 j
i 2r m

n2eiu!* .

Using Eq.~B1! and taking into account thatu can take an
arbitrary value, we can derive the following relation:

(
j 51

M

(
m51

Nj

j
i 1r m

n1~ j
i 2r m

n2!* 50. ~B2!

Equations~B1! and ~B2! are summarized as follows:

(
j 51

M

(
m51

Nj

j
i 1r m

n1~ j
i 2r m

n2!* 5H 1 for i 15 i 2 ,n15n2 ,

0 otherwise.
~B3!

This relation expresses the power balance that can be used to
verify the validity of the scattering coefficients as shown in
Fig. 4.
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Exploiting the fine structure of strongly scattered waves could provide a wealth of new information
in seismology, ultrasonics, acoustics, and other fields that study wave propagation in heterogeneous
media. Therefore, noncontacting laser-based measurements of ultrasonic surface waves propagating
in a strongly disordered medium are performed in which the ratio of the dominant surface
wavelength to the size of a scatterer is large, and waves that propagate through many scatterers are
recorded. This allows analysis of scattering-induced dispersion and attenuation, as well as the
transition from ballistic to diffusive propagation. Despite the relatively small size of the scatterers,
multiple scattering strikingly amplifies small perturbations, making changes even in a single
scatterer visible in the later-arriving waveforms. To understand the complexity of the measured
waveforms, elastic spectral-element numerical simulations are performed. The multiple-scattering
sensitivity requires precise gridding of the actual model, but once this has been accomplished, we
obtain good agreement between the measured and simulated waveforms. In fact, the simulations are
invaluable in analyzing subtle effects in the data such as weak precursory body-wave diffractions.
The flexibility of the spectral-element method in handling media with sharp boundaries makes it a
powerful tool to study surface-wave propagation in the multiple-scattering regime. ©2004
Acoustical Society of America.@DOI: 10.1121/1.1647480#

PACS numbers: 43.20.Gp, 43.20.Jr, 43.35.Cg, 43.35.Pt@YHB# Pages: 1006–1011

I. INTRODUCTION

Indications of multiple scattering in seismic waves have
been observed,1,2 but questions remain how to characterize
media in which energy is multiply scattered~e.g., Ref. 3!
Exciting advances have been made in using the later-arriving
arrivals—or coda—of multiply scattered waves to detect
minute changes in disordered media~e.g., Refs. 4–6!, and
the cross correlation of equipartitioned waves has been ex-
ploited to retrieve the Green’s function between two
detectors.7–10

In previous work we have described a tunable multiple
scattering system, consisting of a block of aluminum with a
disordered pattern of grooves cut in it.11,12 Surface waves
propagating parallel to the grooves are not scattered, but as
we increase the angle between the scatterers and the direc-
tion of surface-wave propagation, scattering increases. Bulk
properties of the propagation—including attenuation and
dispersion—were studied to describe scattering on themac-
roscopicscale,11 and we used a radiative transfer model to
study themesoscopicscale of the medium in terms of scat-
tering and absorption mean-free paths.13,13b Here, we intro-
duce two-dimensional~2D! numerical simulations of the

physical system, based on the spectral-element method
~SEM! ~e.g., Ref. 14! to model this ultrasonic experiment
with sharp topographic features, and investigate subtle de-
tails in the laboratory data on the scale of the individual
scatterer, i.e., themicroscopicscale.

Henceforth, we refer to the vertical component of the
particle velocity measured in laboratory experiments asdata
and to the numerical results assimulations.

II. PHYSICAL EXPERIMENT

The setup of the experiment is shown in Fig. 1. A 200 V
repetitive pulse is used to excite an angle-beam transducer
mounted on the surface of an aluminum block of dimensions
x5232 mm3y5215 mm3z5280 mm. The transducer
wedge has a footprint ofx570 mm3y542 mm. The angle of
the transducer is such that its output in the aluminum block is
mainly a broadband surface~Rayleigh! wave, effectively pla-
nar in the transverse~y! direction, with a dominant wave-
length around 6 mm.

The wave field is detected along thex direction by a
scanning laser vibrometer that measures absolute particle ve-
locity on the surface of the sample via the Doppler shift~e.g.,
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Refs. 11, 15!. The signal is digitized at 14-bit resolution us-
ing a digital oscilloscope card, while the entire setup is po-
sitioned on a vibration isolation table to reduce background
noise.

The aluminum block has a Fibonacci pattern of aligned
linear grooves machined into one face. This sequence is qua-
siperiodic, but increases in complexity as it gets longer.16

Theoretical and experimental results for transmission
through Fibonacci multilayers have been published in
Ref. 17. These authors show that minima in the transmission
coefficient~as a function of wave number! become deeper as
the number of layers in the Fibonacci multilayer increases,
asymptotically leading to true band gaps. Analytic solutions
for the Fibonacci scattering problem exist,18 although they
were not used in this article.

The grooves are nominally 1 mm wide~x direction!,
2.75 mm deep~z direction!, and 1 or 2 mm apart, but to
represent the actual groove pattern more accurately in the
numerical model, we scanned the surface at 2400 dots per
inch ~90 dots per mm!, allowing us to include variations—
coming from mechanical machining—in the average width
of the grooves and the surface between grooves, which we
call a nongroove.

III. NUMERICAL MODELING

The SEM is a high-order variational numerical
technique19,20 that combines the flexibility of the finite-
element method with the accuracy of global pseudospectral
techniques. Widely used in seismology,14,21–23here the SEM
is used to simulate wave propagation at ultrasonic frequen-
cies in a model that contains a large number of sharp
grooves. The simulations can be compared to measurements
at every surface location, because the optical detector can
record at any location on the surface of the block~Fig. 1!.
The source in the simulations is the analytic solution to a
Rayleigh wave,24 and detectors are located in a line directly
in front of the source. Intrinsic losses~i.e., anelastic effects!
are so weak in aluminum11 that attenuation is negligible.

The block is modeled by a mesh with cells whose size is
on the order of a scatterer~i.e., a groove!. The total number

of cells~spectral elements! is 232 (x)3202 (y)546 864. In a
classical finite-element method, the wave field is interpolated
on these cell points. In the SEM, we use Lagrange polyno-
mials of degreeN54 to interpolate the wave field in each
quadrangular cell; the total number of grid points is 751 561.
The time stepDt in the explicit integration scheme is 10 ns
and we propagate the signal for 0.2 ms. Besides modeling
the rapid topographic variations of the grooves, reflections
off all boundaries of the block are included via free-surface
boundary conditions, which are naturally taken into account
by the SEM.

IV. COMPARING DATA AND SIMULATIONS

We compare data and simulations at 20 detector loca-
tions at 5-mm increments on the smooth face of the model,
and on the first 42 nongrooves along a line perpendicular to
the grooves~strong scattering!. In both experiments, the
source–detector distance~offset! for the first trace is 2 mm.

FIG. 2. Data~top! and simulations~bottom! for wave paths on the smooth
side of the model.

FIG. 1. Schematic setup of the experiment. The angle-beam transducer gen-
erates a Rayleigh wave that is multiply scattered by the grooves cut across
one face of the aluminum block in they direction. Vertical particle velocity
is recorded by the laser Doppler vibrometer.
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The data and simulations on the smooth aluminum sur-
face are shown in Fig. 2. Both panels show a large direct
surface-wave arrival, followed by a reflection from the far
end of the aluminum block. The wavelet in the data has some
energy after the main pulse caused by ringing in the trans-
ducer. This energy is not included in the source term of the
simulations and will therefore limit our ability to fit the data.
The data show little intrinsic losses and no evidence of re-
flections from the sides of the block, which means that the
source energy emitted has little geometrical spreading, justi-
fying 2D elastic simulations.

Also, we observe that the source wedge acts as an addi-
tional scatterer in the model, causing the maximum correla-
tion on the smooth side of the aluminum to be smallest for
detector 1. This near-field effect can be seen in the differ-
ences in amplitude and phase in the direct arrival and more
clearly in the reflected event~Fig. 3!, when compared to the
other traces in Fig. 2. The second reflection from the edge of
the block near the source is almost undetected in the data,
because it requires the Rayleigh wave to travel along the
surface between the bottom of the source wedge and the
aluminum block. This is not an obstacle in the simulations,
because the source is modeled by an analytically incident
Rayleigh wave. This becomes even clearer from the simu-
lated event at 190ms. This is the surface wave that reflected
once more from the side of the block near the source. The
presence of the source wedge suppressed this event entirely
in the laboratory measurements.

Figure 4 shows the data~top! and simulations~bottom!
for waveforms in the strong scattering case. At each groove,
energy is partially reflected, causing the direct arrival to be
attenuated and the group velocity to be lowered compared to
the unscattered wave propagation. The strongest events are
interfering surface waves, which look qualitatively similar in
the two panels. These strong events show coherence in the
sense that a single phase can be tracked from one detector
location to the next, whereas for late times, scattering causes
arrivals to be incoherent from trace to trace.

Next, we compute the normalized cross correlation be-
tween simulations and data in 10-ms windows along the
trace. If the wave fields are identical in the time window, a

value of unity is assigned to the center of that window. Fig-
ure 5 contains the windowed, normalized cross correlation as
a function of time, averaged over all source–detector dis-
tances. A correlation of unity is unlikely, because, for in-
stance, the numerical simulations lack the random noise of
the laboratory measurements, the ringing of the source, and
the damping by the presence of the wedge observed in Fig. 3.

The correlation between data and simulations on the
smooth side of the model is visibly large for the direct wave
and the reflection for all detectors. The average correlation
for all 42 detectors on the grooved side first increases with
time, as the coherent wave reaches the receivers at greater
distance from the source. After the coherent energy has
passed all receivers (t.0.1 ms), the average correlation de-
creases. This shows that small discrepancies between the
physical and numerical models on the order of a fraction of

FIG. 3. Comparison between data and simulations for detector 1 on the
smooth side of the model.

FIG. 4. Data~top! and simulations~bottom! for wave paths traveling per-
pendicular to the grooves~i.e., in thex direction!. The main energy consists
of surface waves bouncing between grooves, but the small-amplitude, faster
events are body waves diffracted at the grooves.
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the size of a single scatterer consistently decrease the accu-
racy of the simulations with time. The same effect is seen in
coda wave interferometry4 and diffusing wave spec-
troscopy;5 these techniques derive their great sensitivity to
small changes in a medium from the repeated sampling of
the change by waves that bounce back and forth many times.

In addition, both data and simulations on a nongroove
with the size on the order of 1 mm show considerably more
energy at later times than do traces on the thicker non-
grooves. An example of this is detector 12, compared to
detector 4~Fig. 6!: the relatively thin ridge of aluminum
under detector 12 is excited in a 300-kHz resonance. While
this mode is too low in frequency to represent multiple scat-
tering of energy in the nongroove, it is possible that this
resonance is a flexural mode of the thin nongrooves.25 The
power in the simulations of the thin nongrooves is visibly
enhanced relative to the measurements~Fig. 7!. We believe
this is because the machined grooves are not perfectly rect-
angular, while the numerical mesh includes only fixed rect-
angular shapes whose dimensions are the average width and
depth from the scan. In effect, imperfections in the machin-
ing reduce the Q of these resonances. This effect—plus the
absence of the damping wedge in the simulations—results in
the fact that the simulations have overall higher power than
the measurements~Fig. 4!.

V. DISCUSSION

In the strong-scattering case, relatively lower-amplitude
and faster events arrive before the main surface-wave en-
ergy; Fig. 4 shows two coherent events with theP-wave
velocity of aluminum. The first, starting att50, is caused by
the angle-beam transducer producing someP waves in addi-
tion to surface-wave energy. This event is not present in the
simulations, because the source is a pure Rayleigh wave. The
second event with aP-wave velocity cannot be seen until the
6th or 7th trace at 0.01 ms, but is confirmed by the simula-
tions.

To support the existence of these body-wave precursors
to the surface-wave energy, we conducted a second experi-
ment, in which the source is mounted on the face of the
aluminum model with a single groove. In this case, the
source is driven by a 5-cycle tone burst, centered around the
resonant frequency of 500 kHz of the source transducer, as
opposed to the broader-band signal used before. The particle
velocity before and past a single groove is depicted in the top

FIG. 6. Comparison between data and simulations on a thick~top! and a thin
nongroove~bottom!. Note the relatively stronger amplitudes at later times in
the right panel.

FIG. 7. Comparison between the normalized power in data and simulations.
Especially for the detectors on thin non-grooves~detectors 4, 7, 9, 12, 15,
17, etc.!, the simulations show more power.

FIG. 5. Average normalized correlation between data and simulations for
the 42 detectors as a function of time, on the grooved side of the model.
Time windows of identical traces would have a correlation of 1.
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panel of Fig. 8. The transmitted and reflected total intensity
~the square of the particle velocity! is on the order of 0.04
and 0.06 times the incident field, respectively. This means
that roughly 90 percent of the energy at this particular fre-
quency is diffracted by a single scatterer. Lower frequencies
are less influenced by the groove. This is why in the data
with many grooves the dominant frequency after a few
grooves drops from approximately 500 kHz to roughly
250 kHz.

The total transmitted field can be decomposed in the
incident field and the forward-scattered field. By measuring
the incident field at the same source–detector distance on the
smooth side of the aluminum, we are able to estimate the
forward-scattered field directly. Note that the forward-
scattered field estimated in the bottom panel of Fig. 8 is
180 deg out of phase with the incident field, with a scattering
strength of 0.8, making our scattering anisotropic. This
strong out-of-phase forward scattering is known as the ex-
tinction paradox, observed in the shadow zone directly be-
hind scatterers.26

The measurement is repeated with the detector scanning
the side of the model~top panel of Fig. 9!. The bottom panel
of Fig. 9 shows a snapshot of particle motion, measured

shortly after the incident wave interacted with the single
groove. The side of the aluminum block breaks the symmetry
of the Rayleigh-wave motion purely in thex- andz direction,
creating particle motion in they direction. Higher frequen-
cies in the upper left part are due to ringing of the source,
and the incident field is the strong event extending from top
to bottom. The circular events are body waves scattered off
the single groove. Scattering to body waves is stronger in the
backward direction, but significantP-wave energy travels
ahead of the surface wave, causing the precursors observed
in Fig. 4. These spherical body-wave fronts diffracted at the
individual grooves arrive before the Rayleigh waves and
may be analogous to precursors to the seismic phase PKKP
in global seismology27 that some authors believe to be
caused by scattering at the rough boundary between the
Earth’s outer core and mantle.28,29

VI. CONCLUSIONS

Laser ultrasonics provides a powerful tool for studying
the fine structure of multiply scattered waves. Being able to
place the detector, in effect, inside the scattering medium for
surface waves allows one to directly visualize diffraction,

FIG. 8. Top: particle velocity measured before and after a single groove.
The thinner line shows first the arrival of the incident field, followed by the
backscattered signal from the groove. The thicker line is the total field past
the scatterer, consisting of the incident plus the forward-scattered field. Bot-
tom: decomposition of the total field~thick solid! past the groove into an
incident ~thin solid! and forward scattered component~dashed!.

FIG. 9. Top: experimental configuration, where the source is perpendicular
to a single groove on the top of the block, while the detector scans part of
the (x,z) plane. Bottom: snapshot att50.06 ms of particle motion in the
scanned region after the incident field scattered off a single groove. A movie
of this experiment can be viewed at̂http://acoustics.mines.edu/
onedee.html&.
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scattering, and mode conversion. However, the resulting
waveforms in strong scattering media become increasingly
complicated with time. Thus, it is useful to have the ability to
make precise elastic simulations. In this study we have ap-
plied the numerical spectral-element method to simulate
surface-wave multiple scattering in a grooved block of alu-
minum. Comparing the simulations to the data allowed us to
analyze subtle imperfections in the physical model as well as
precursory body-wave diffractions and flexural resonances of
the grooves. The ability to handle complex boundaries with
sharp edges makes the spectral-element method an ideal tool
for laboratory ultrasonics.
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This paper describes new algorithms, not previously available, for predicting atmospheric
absorption of sound at high altitudes. A basis for estimating atmospheric absorption up to 160 km
is described. The estimated values at altitudes above 90 km must be considered as only approximate
due to uncertainties about the composition of the atmosphere above 90 km and simplifying
assumptions. At high altitudes, classical and rotational relaxation absorption are dominant, as
opposed to absorption by molecular vibrational relaxation that is the principle atmospheric
absorption loss mechanism for primary sonic booms propagating downward from a cruising
supersonic aircraft. Classical and rotational relaxation absorption varies inversely with atmospheric
pressure, thus increasing in magnitude at high altitudes as atmospheric pressure falls. However,
classical and rotational losses also relax at the high values of frequency/pressure reached at high
altitudes and thus, for audio and infrasonic frequencies, begin to decrease at altitudes in the range
of 80–160 km. This paper includes:~1! modifications to the existing algorithms in the ISO/ANSI
standards for atmospheric absorption at high altitudes, and~2! algorithms for definition of mean
atmospheric conditions, including humidity content at high altitude conditions. Also included are
suitable values for the temperature-dependent physical parameters of the atmosphere, viscosity, and
the specific heat ratio, involved in defining atmospheric absorption at temperatures found at high
altitudes. It has been found that carbon dioxide plays a major role in the relaxation of O2 and N2 at
high altitudes due to the absence of H2O. Molecular relaxation by CO2, not covered by the current
ANSI or ISO standards, is the dominant source of molecular relaxation absorption at altitudes above
60 km at frequencies of 1 Hz and above 10 km at a frequency of 10 kHz. However, at such high
altitudes, classical plus rotational losses dominate reaching maximum values at 80–160 km,
depending on frequency. In this regime, vibrational relaxation is less important. More accurate
predictions of absorption at altitudes above 90 km would require more sophisticated models for the
variation in atmospheric viscosity and specific heat ratio above such altitudes. ©2004 Acoustical
Society of America.@DOI: 10.1121/1.1631937#

PACS numbers: 43.20.Hq, 43.28.Bj, 43.28.Fp@RAR# Pages: 1012–1032

I. INTRODUCTION

A long range sound propagation topic which has re-
ceived recent attention is the propagation of sounds through
the atmosphere at high altitudes.1 Altitudes of concern in-
clude the thermosphere up to about 160 km. Secondary sonic
booms from proposed supersonic transports, a source of po-
tentially annoying low frequency sounds on the ground,2 can
propagate initially upward before being refracted down to
the ground. Sounds generated by atmospheric explosions can
also travel along a path that goes up to the thermosphere
giving rise to shadow zones on the ground spaced by thou-
sands of miles. For purposes of monitoring nuclear explo-
sions or supersonic aircraft, waves that travel upward to the
thermosphere and then turn back to the ground are very
important—often that is the only arrival. Absorption of
sound at such altitudes involves atmospheric conditions very
different from those normally encountered near, or on, the
ground. These conditions are not covered by current ISO or
ANSI standards3 on atmospheric absorption of sound.

New algorithms, not previously available for predicting
atmospheric absorption of sound at high altitudes~up to
about 160 km! have been developed. At such high altitudes,
classical and rotational relaxation absorption are dominant,
as opposed to absorption by molecular vibrational relaxation
that is the primary atmospheric absorption loss mechanism
for primary sonic booms propagating directly down from a
supersonic aircraft to the ground. Classical and rotational
relaxation absorption varies inversely with atmospheric pres-
sure, thus increasing in magnitude at high altitudes. For the
latter, the relaxation frequencies vary directly with atmo-
spheric pressure and depend on moisture content which rap-
idly decreases at high altitudes. However, classical and rota-
tional motion also relax at the high values of frequency/
pressure reached at high altitudes and thus, for audio and
infrasonic frequencies, absorption due to these mechanisms
begins to decrease at altitudes above 90 km.

The next three sections define modifications, some of
them major, to existing algorithms in ISO/ANSI standards
for atmospheric absorption at high altitudes for classical and
rotational loss~Sec. II!, diffusion loss~Sec. III! and molecu-a!Electronic mail: lou-sutherland@juno.com
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lar vibration relaxation loss~Sec. IV!. Section V provides
algorithms for definition of mean atmospheric conditions, in-
cluding estimates of humidity content up to and above 90
km. Also included are algorithms for viscosity and specific
heat ratio as a function of temperature since these parameters
are involved in defining atmospheric absorption for the tem-
peratures encountered at high altitudes.

The analysis of atmospheric absorption of sound at high
altitudes treats the variation in the mole ratios of the atmo-
spheric constituents in two ways. For molecular relaxation,
this variation has a primary effect and it is considered explic-
itly using polynomial fits to published data to define the
variation in mole ratios~or mole fractions! as a function of
altitude. This includes, for the first time, consideration of the
added effects of molecular relaxation loss by carbon dioxide
and ozone. The algorithms also include, for all four of these
gases, an accurate assessment of temperature effects on their
molecular vibration relaxation frequencies.4 For evaluation
of classical plus rotational relaxation loss, the effect of this
high altitude variation in the proportion of atmospheric con-
stituents on viscosity and specific heat ratio at high altitudes
is assumed to be of second order and is not considered in this
paper. While methods are available to take such effects into
account,5 they are complex and their application should not
lend further insight into the first-order effects. Furthermore,
the authors are not aware of data that would validate the
application of these complex methods to predict viscosity at
altitudes above the stratosphere.

It should be noted that standard values6 are not available
in the 1962 US Standard Atmosphere for atmospheric param-
eters, such as viscosity, at altitudes above 90 km. Thus, as
stated earlier, the viscosity-dependent values for classical
and rotational relaxation losses at altitudes above 90 km
must be considered only as best estimates. Nevertheless,
these estimates do account accurately for the dominant effect
of temperature on viscosity assuming a constant atmospheric
composition. One atmospheric attenuation effect that was not
considered due to its negligible contribution is thermal
radiation.7

II. CLASSICAL AND ROTATIONAL LOSS

Sound propagating through the atmosphere is subject to
two forms of energy loss,7 classical and relaxation. The
former is associated with energy transfer from the organized
kinetic energy of molecules due to passage of a sound wave
to equivalent random kinetic energy of translation of the
molecules. The relaxation form of energy loss is associated
with redistribution of translational or internal energy of the
molecules. Relaxation losses break down into rotational and
vibrational relaxation losses—the former generally being
more significant at high values of the frequency/pressure ra-
tio ~100 kHz/atm and above!.

The total attenuation coefficient,a t , in Np/m due to
atmospheric absorption can be defined in a general form by
the summation7

a t5acr1adiff1S i$@Amax,i /c#

3@~2 f 2/ f vib!/~11~ f / f vib,i !
2!#%, ~1!

whereacr is the combined attenuation coefficient for classi-
cal plus rotational relaxation losses,adiff is the attenuation
coefficient for diffusion loss, andAmax,i is the maximum loss
per wavelength for theith molecular vibration relaxation
component with a relaxation frequencyf vib,i , f is the fre-
quency, andc is the speed of sound.

The rigorous presentation of the theoretical background
involved in these processes is given in Ref. 7. However, the
revised expressions developed in this paper for classical and
rotational relaxation losses are based primarily on
theoretical8,9 and experimental9 work by Greenspan. The ex-
pressions employed from Greenspan’s theory can be summa-
rized as follows. The complex propagation constant,kcr , for
the combined classical~translational! and rotational losses is

kcr52 ik1k2 , ~2!

wherek1 and k2 are the complex propagation constants for
translational and rotational energies, respectively, each nor-
malized by the low frequency phase constant,b0 , and hav-
ing the general form:

ki5@a i1 ib i #/b0 , ~3!

where b05(2p f /c0), associated with the speed of sound,
c0 , for low frequencies below the lowest relaxation fre-
quency. Inserting Eq.~3! into Eq. ~2!, it can be shown that
the real part of the productkcrb0 is the attenuation coeffi-
cient,acr , given by

acr5a1b2 /b01a2b1 /b0 . ~4!

At low ratios of frequency/pressure~below about 250 MHz/
atm!, the normalized phase constants,b1 /b0 and b2 /b0

>1.0 so Eq.~4! reduces toacr>a11a2 . However, Eq.~4!
will be used throughout without making this approximation
and will be used in most of the following~except for the
discussion on dispersion!.

In his earlier paper,8 Greenspan gives a simplified ver-
sion of k1 as

k1
2521/@11 in#, ~5!

where n58p f m/3P, a nondimensional frequency. This
more convenient variable is employed here in place of
Greenspan’sr 5(4/3)/n). For this variable,f is the fre-
quency, in Hz,m is the viscosity in kg m21 s21, andP is the
atmospheric pressure in pascals. Applying Eq.~3! with the
index, i 51, k1 is given by

k15@a1 /b0#1 i@b1 /b0# ~6!

and using Eq.~5!, it can be shown thata1 /b0 and b1 /b0

can be given by

a1 /b05$1/2@~11n2!1/221#/~11n2!%1/2, ~7!

b1 /b05$1/2@11n2!1/211#/~11n2!%1/2. ~8!

For low frequencies,~n!1!, Eq. ~6! reduces to

k1>@2p2f 2m/gc0P#@~4g/3!/b0#1 i1, ~9!

whereg5the specific heat ratio,Cp /Cn andc05the ambient
speed of sound~the speed of sound at frequencies well below
the lowest relaxation frequency!5@gR0T/M #, m/s. ~Note
that c0 is the ambient speed of sound in the absence of dis-
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persion. It is not the true sound speed as discussed later!,
R05the universal gas constant58314.48 J/kmol K,
M5molecular weight528.964 kg/kmol for altitudes below
90 km, andT is the absolute temperature in kelvin. Above 90
km, as we shall discuss later,M decreases slightly; this minor
adjustment for the value forM is used in this paper for alti-
tudes above 90 km.

The unity imaginary term shows, as required, that there
is no dispersion at low frequencies. Forg57/5 ~for air!, the
value of the second bracketed term in the real part is 1.867,
just 0.5% below the value of 1.876 in Eq.~18! from Ref. 7
for the low frequency attenuation coefficient due to classical
losses. In fact, if the Eucken relationship between viscosity
and the ratio of thermal conductivity to the specific heat for
constant pressure is employed, the real part of this equation
can be expressed in exactly the same form as in Eq.~11! of
Ref. 7. It should be noted that the theoretical expression
employed here for the value ofk2 can be given as

k25@a2 /b0#1 i @b2 /b0# ~10!

and Greenspan shows that the real and imaginary parts are
given by

a2 /b05~s/221/2s!~x!/@~11x2!~11~sx!2!#1/2 ~11!

and

b2 /b05@~11x2!/~11~sx!2!#1/2, ~12!

wherex53nn/4 is a modified nondimensional frequency,n
54/5@(Cp

`Cn
`)/(Cp

0Cn
0)#1/2Zrot , s5c` /c05@g` /g0#1/2

5@(Cp
`/Cn

`)/(Cp
0/Cn

0)#1/2, andZrot is the rotational collision
number for air.10 The subscripts and superscripts̀and 0
applied toc and g or to the specific heats at constant pres-
sure, Cp , and constant volume,Cn , denote conditions at
frequencies well above or below the rotational relaxation fre-
quency~i.e.,n@1 or !1!. We can writeCp5Cn1R, and, for
diatomic molecules,Cn

`[3R/2, so Cp
`[5R/2. At low fre-

quencies, well below the rotational relaxation peak and for
moderate temperatures~,400 K!, Cn

055R/21SCn i8 '5R/2,
where Cn i8 are the vibrational relaxation specific heats and
their sum is much less than 5R/2. ThusCp

0'7R/2 and it is
readily found thatn'(4/5)(3/7)1/2Zrot and s'5/A21. Thus,
as f /P* →`., n andx→` andb2 /b0→1/s'0.9165.

Anticipating the need to allow for changes in the mix-
ture ratio of oxygen and nitrogen in air at altitudes above the
stratosphere,Zrot is given in a more general form by10

Zrot51/@~XN2
/Zrot,N2

!1~XO2
/Zrot,O2

!#, ~13!

where Zrot,N2
563.3 exp@216.7(T21/3)#, the collision

number for N2 , T5absolute temperature in K,Zrot,O2

554.1 exp@217.3(T21/3)#, the collision number for O2 , and
XN2

andXO2
are the mole fractions of N2 and O2.

For low frequencies~n!1!, Eq. ~10! reduces to

~a21 ib2!/b0'@2p2f 2m/gcP#@16g/175#Zrot /b01 i .
~14!

For air, g57/5 and the second bracketed term is 0.128, ex-
actly the same as in Eq.~29! of Ref. 7.

Equations~4!, ~6!, and ~10! can now be combined to
give the attenuation coefficientacr for the combined classical
plus rotational loss in Np/m at a frequency,f, in the more
familiar form

acr5acl1a rot , ~15!

whereacl anda rot are the complete attenuation coefficients.
However, as will be shown, these terms exhibit a relaxation-
type behavior at values off /P* of the order of 200 to 1000
MHz/atm whereP* is the pressure in atmospheres. An em-
pirical adjustment, explained later, is included for the value
of the parameterx in both the numerator and denominator of
the phase term,b2 /b0 in Eq. ~12!. Then, using b0

52p f /c0 , the first term in Eq.~15!, which is the classical
loss attenuation coefficient,acl , can be expressed as

acl5a1~b2 /b0!

5~2p/c0!F1/2@~11n2!1/221#@11~x8!2#

@11n2#@11~sx8!2 G 1/2

, ~16!

where n is a nondimensional frequency58p f m/3P, s
'5/(21)1/2, x852.36x ~2.36 is an empirical adjustment fac-
tor explained later!, x53nn/4, n'(4/5)(3/7)1/2Zrot , andZrot

is the rotational collision number for air as before.
The viscosity,m, is given by a modified version of the

Sutherland equation9 ~see Sec. V C 3! as

m/m05~T/T0!1/2@11S/T0#/@11S/T#, ~17!

where m05the reference viscosity at T0518.192
31026 kg m21 s21, T05293.15 K (20 °C), andS5117 K.
The classical attenuation coefficient,acl , exhibits a
relaxation-type behavior with a maximum value for thea1

term at nmax58pfmaxm/3P5A3 or f max/(P/P0)
5(3A3)P0 /(8pm)'109 Hz/atm. At an altitude of 140 km,
P/P0 is of the order of 1028 and ignoring the temperature
effects onm, the ‘‘relaxation’’ peak frequency,f max, would
occur at about 10 Hz. It can be shown that Eq.~16! for acl

reduces to the usual form showing a dependency withf 2 at
low frequencies well below the rotational relaxation fre-
quency.

The second term in Eq.~14! is the attenuation coeffi-
cient, a rot , for rotational loss. One basic change and one
empirical adjustment are required for this expression. How-
ever, these would not be needed for evaluation of atmo-
spheric absorption by rotational relaxation at low altitudes
and at frequencies below 1000 MHz. The change is that the
term must be multiplied by the sum of the mole fractions for
molecular oxygen and nitrogen, (XO2

1XN2
), normalized by

its sea level value of 0.9903. The quantitya rot defines the
rotational loss for the diatomic molecules, O2 and N2, and
does not apply for atomic oxygen and nitrogen which do not
exhibit rotational relaxation. While this correction is essen-
tially unity at altitudes below about 85 km, this normalized
mole fraction sum begins to fall significantly below 1.0 at
higher altitudes. For example, at an altitude of 125 km, it
falls to a value of about 0.75.

The adjustment is the same empirical adjustment to the
parameter,x ~i.e., usingx852.36x), but only for thex terms
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in the denominator of Eq.~10!. With these two changes, the
attenuation coefficient,a rot for the rotational vibration loss,
in Np/m, is given by

a rot5a2~b1 /b0!

5~2p f /c0!XONF ~s221!x

2s GF1/2@~11n2!1/211#

@11n2#@11~x8!2#
G 1/2

,

~18!

where XON5(XO2
1XN2

)/(XO2,01XN2,0), (XO2
1XN2

)5the
sum of the mole fractions for oxygen and nitrogen at any
altitude, (XO2,01XN2,0)5the sea level value, 0.9903~for dry
air!, and the remaining parameters,n, x, x8 and s are the
same as for Eq.~16!.

As mentioned earlier, the prediction model foracr gives
exactly the same low frequency values as in Ref. 7 fora rot

and within 0%–0.5% foracr depending on how the latter is
expressed. Figure 1 compares the predicted values computed
from Eq.~15! using Eqs.~16! and~18! with Greenspan’s data
for air.9 The data and theory are plotted as nondimensional
values of acr /b0 versus the nondimensional frequencyn
58p f m/3P where b05(2p f /c0) is the low frequency
phase constant at the reference temperature,T0 . The upper-
most line in Fig. 1 is the theoretical result computed with Eq.
~15! using Eqs.~16! and ~18! but without any empirical ad-
justment, i.e., withx85x. The line closest to the data is the
theory with the empirical adjustment usingx852.36x as ex-
plained earlier. This adjustment reduces the effect of the ro-
tational relaxation peak and adjusts the ‘‘theory’’ line to pro-
vide better agreement with Greenspan’s measured data. This
purely empirical adjustment is considered a reasonable arti-
fice to allow use of practical computational algorithms.
Whenn>1, the wavelength is comparable to the mean free
path. In this regime, the simple Navier–Stokes equation is

not strictly valid. There are more general solutions of the
resulting gas dynamic equations in this regime. We have cho-
sen to use an empirical correction since it allows us to main-
tain an analytical solution over the entiref /P* range allow-
ing good physical insight into the meaning of each of the
terms. Moreover, this empirical modification does not change
the low frequency value ofa rot since the second bracketed
term in Eq.~18! approaches 1.0 as the frequencyf, andn, x,
and x8 approach zero. The theoretical and empirically ad-
justed value fora rot predicted by Eq.~18!, without and with
the empirical adjustment~i.e., with x851.0 or 2.36 timesx!,
is shown by the lower two lines in Fig. 1.

In summary, Eqs.~16! and~18! are the basic expressions
employed in this paper to compute classical plus rotational
loss in the atmosphere. Equation~17! is employed to com-
pute viscosity as a function of temperature. One other
temperature-dependent parameter is also required in Eqs.
~16! and ~18!—the ambient speed of sound,c0 , in the ab-
sence of dispersion. The method used to computec0 as a
function of altitude is considered later. To complete the pic-
ture, it is also desirable to define the true speed of sound at
high altitudes by including the effect of dispersion.

Dispersion from classical and rotational losses

Since the primary concern for this study is sound propa-
gation at high altitudes, it is appropriate to include the nec-
essary equations for the frequency-dependent change in
speed of sound, or dispersion, associated with the classical
and rotational losses which are dominant at these altitudes.
The basic expressions are already available from the previ-
ous results by simply evaluating the imaginary part of the

FIG. 1. Classical plus rotational absorption loss: Greenspan theory and data. The simplified theory and adjustments are explained in the text.
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normalized complex propagation constant,kcr , defined by
Eq. ~2!. The resulting normalized phase constant,bcr /b0 , is
given by9

bcr /b05~b1 /b0!~b2 /b0!2~a1 /b0!~a2 /b0!, ~19!

wherebcr5(2p f /ccr), b05(2p f /c0), andccr andc0 are the
sound speeds in the presence and absence of dispersion, re-
spectively. The two terms in Eq.~19! are

~b1 /b0!~b2 /b0!5F 1
2@~11n2!1/211#@11~x!2#

@11n2#@11~sx!2#
G ~20!

and

~a1 /b0!~a2 /b0!5F 1
2@~11n2!1/221#@~s/2!2~1/2s!#x

@11n2#@11x2#@11~sx!2#
G 1/2

~21!

and the variables,n, x, ands are the same as for Eqs.~16!
and~18!. Note, however, thatx remains the exact, unadjusted
value (53nn/4) in these equations for the dispersion effect.
That choice allows us to make the equations simple with a
clear indication of how each factor affects the result. The
dispersion model defined here is actually a simplified version
from Greenspan’s theory.9 This employs Greenspan’s simpli-
fied version8 for the propagation constant for~classical!
translational loss and thus avoids having to compute the
roots of a sixth-order complex equation required in his later
paper.9 Using different corrections to get simplified but ac-
curate values for absorption and dispersion means that they
do not satisfy the Kramers–Kronig relation when 1.0,n
,0.1. Care should be taken if the equations are to be used in
an integral transform.

The dispersion effect can be defined more clearly by an
expression for the relative change in the speed of sound,dc,
given by

dc5~ccr2c0!/c05@~1/bcr!2~1/b0!#/~1/b0!

5~bcr /b0!2121. ~22!

As shown in Fig. 2, the resulting theoretical prediction from

Eq. ~22! provides a reasonable fit to Greenspan’s experimen-
tal data9 at low frequencies~low values ofn! but fails at
higher values. An alternative to Eq.~22! is provided by the
following simple empirical polynomial which defines the
data in Fig. 2 more accurately. Using this approach, the
speed of sound,ccr , can be given by

ccr5~dc11!c0 , ~23!

where dc510Z, and Z5A01A1Lg(n)1A2@Lg(n)#2

1A3@Lg(n)#3, A0520.536, A151.082, A2520.366 and
A3520.037.

As can be seen in Fig. 2, this simple model, shown by
the dashed line, fits the data quite well over the entire range
of n evaluated by Greenspan but is not reliable for values of
n.10. In all cases, the reference speed of sound,c0 , would
be the temperature-dependent ambient speed at altitude in
the absence of dispersion.

III. DIFFUSION LOSS

A small addition to classical plus rotational relaxation
loss, generally too small to be apparent in measured data, is
provided by a mass and thermal diffusion loss. The attenua-
tion coefficient,adiff , in Np/m for this diffusion loss is de-
fined by7

adiff'
2p2f 2gX1X2D12

c0
3 F ~M22M1!

M12
1

~g21!KT

gD12X1X2
G2

,

~24!

whereD12, the mass diffusion coefficient11 for a mixture of
O2 and N2, is equal to 2.0531025 (T/T0)7/4 (P0 /P) m2/s,
P05the reference value of pressure, 101 325 Pa,KT5the
thermal diffusion coefficient in m2/s, andX1 , X2 , M1 , and
M2 are the mole fractions and molecular weights of the two
major components, N2 and O2, respectively.M12 is equal to
X1M11X2M2 . Reference~sea level! values for these four
parameters are:6

XN2
50.78084, MN2

528.0134 kg/kmol,

FIG. 2. Computed and measured ve-
locity dispersion including classical
and rotational relaxation losses. The
dimensionless frequency,v, is defined
following Eq. ~5!.
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XO2
50.20948, MO2

531.9988 kg/kmol.

The temperature variation inD12 is based on published
recommendations11 and limited experimental data on the
temperature variation in the diffusion constant for rare
gases.12 The dependence on pressure is inherent in the
parameter.11

The thermal diffusion term in Eq.~24!—the second term
inside the brackets—is estimated to be only 10% of the mass
diffusion term for the primary constituent gases of air, mo-
lecular oxygen, and nitrogen.5 In the first approximation,5 the
ratio KT /D12 is proportional toX1X2 , and is independent of
pressure. A higher value of the order of 30% for the thermal
diffusion relative to the mass diffusion term is estimated by
Rind for atomic oxygen and molecular nitrogen.13 Neverthe-
less, the thermal diffusion part is neglected for this study
since the entire diffusion term is believed to be very small
relative to the classical absorption term based on measure-
ments near standard atmospheric conditions.9

Adding the remaining mass diffusion loss to the total
classical plus rotational relaxation loss predicted by Eqs.~16!
and ~18! results in excellent agreement with experimental
data in air under conditions and for frequencies where the
only significant losses are classical, rotational, and diffusion
losses. The predicted low frequency value foracr1adiff from
the sum of Eqs.~16!, ~18!, and~24! ~with KT assumed50! is
1.84310211f 2 Np/m at the reference temperature and pres-
sure,T0 and P0 . This predicted value agrees within 0.5%
~well within experimental error! with the average from an
extensive evaluation of experimental data.14

While this validation would seem to justify incorpora-
tion of this small diffusion loss as specified by Eq.~24! with-
out further modification except to assume thatKT50, this
equation does not predict any of the relaxation behavior at
high values off /P* that is shown by the classical loss ac-
cording to Eq.~12!. Referring to Eq.~24!, the diffusion loss
depends upong, which in turn depends upon the specific
heat of the gas. Relaxation makes the specific heats fre-
quency dependent, which will introduce a small additional
frequency dependence in Eq.~24!. For the calculations re-
ported here, this frequency correction is effectively included
in the following way. It is assumed that the diffusion loss
remains equal to its predicted low frequency value relative to
the value of the classical absorption loss at all frequencies.
Thus, withadiff50.3% of acl for low frequencies, it is as-
sumed thatadiff is given at all frequencies by

adiff'0.003 acl , ~25!

whereacl is given by Eq.~16!.

IV. VIBRATIONAL RELAXATION LOSS

This section first defines the algorithms for the maxi-
mum loss per wavelength at the relaxation peak frequencies
for each of the four primary gas components in air, O2 , N2 ,
CO2, and O3. This is followed by definitions of the relax-
ation frequencies at which this maximum relaxation loss oc-
curs for each of these primary components.

A. Maximum loss per wavelength

The maximum loss per wavelength,Amax,i from vibra-
tional relaxation for each of the four dominate constituent
gases in air considered in this paper is defined by7

Amax,i5Xi~p/2!~Ci8/R!/@~Cp
`/R!~Cn

`/R1Ci8/R!#, ~26!

whereXi5the mole fraction of theith constituent gas.~Note
that since the bending vibrational mode of CO2 is doubly
degenerate, its mole fraction is multiplied by 2 for computa-
tion of its vibrational relaxation strength.! The relaxing spe-
cific heat Ci8 for the gas, normalized by the universal gas
constant,R, is given by the Planck–Einstein equation in
terms of its characteristic temperature,u i , and the atmo-
spheric temperature,T, as

Ci8/R5~u i /T!2 exp~2u i /T!/@12exp~2u i /T!#2. ~27!

The parametersCp
`/R and Cn

`/R are defined for Eq.
~12!. These normalized parameters, values foru i and sea
level values for the mole fractions,Xi , are summarized in
Table I. The temperature dependence ofC8/R for different
constituents,i, is shown in Fig. 3. When it is assumed that
(Ci8/R)!1, Eq. ~26! reduces to a simpler form more com-
monly employed.7 However, the general form of Eq.~26! is
retained here to ensure accuracy for the higher temperature
range encountered at high altitudes where (Ci8/R) can ap-
proach values of the order of 0.3~i.e., not!1!.

It is desirable, at this point, to anticipate one aspect of
the final results by showing how the relaxation strength,
Ci /R, varies with temperature for the four gases identified in
Table I. Applying Eq.~27!, the value ofCi /R, relative to its
value at the sea level temperature is shown in Fig. 3 for these
four gases. Note that at the highest temperature which will
occur at the highest altitudes, the relaxation strength is mark-
edly higher~by a value of about 400! than its sea level value.
This behavior, attributable to the higher characteristic tem-
perature,u i of nitrogen will be apparent later when examin-
ing the variation in the molecular relaxation loss for each of
the four gases.

B. Vibrational relaxation frequencies

Based on values in the current ANSI/ISO Standards,3 on
other published data,4 and estimates by the authors where
data were not available, the following expressions have been

TABLE I. Parameters used to define the maximum absorption loss per
wavelength for the four major constituents of air.

Molecule Cn
`/Ra Cp

`/Ra u i (K) Xi ~sea level!

Diatomic, O2 5/2 7/2 2239.1 0.20948
N2 5/2 7/2 3352 0.78084

Triatomic, CO2
b 3 4 915 230.000314c

O3
d 3 4 1037 ,10219e

aFor frequencies below the rotational relaxation frequency.
bKnown to be a linear molecule.
cFor CO2 , XCO2

, is multiplied by 2 to account for the double degeneracy of
its two orthogonal vibration modes.

dO3 may not be a linear molecule in which case, Cv
`/R would be53 1/2 and

Cp
`/R would be 4 1/2.~This would introduce a negligible change in the total

atmospheric loss.!
eXO3

reaches a maximum of about 7.631026 at an altitude of 33 km.
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developed to define the molecular vibration relaxation fre-
quencies which can account for the unusual atmospheric
composition and temperature conditions at high altitudes.
Note that while the experimental relaxation rate data in Ref.
4 do not extend to the full temperature range encountered up
to the altitude of 160 km considered herein, the data do ex-
tend up to about 500 K, well beyond the maximum tempera-
ture ~about 300 K! at the lower altitudes where molecular
relaxation is significant. Thus, the data in Ref. 4 provide a
valid experimental data base for nearly all the new vibra-
tional relaxation contributing gases and temperature correc-
tion effects included herein for vibrational relaxation fre-
quencies which are not already well documented for the
existing standards.3 In the few cases where no data are avail-
able to support the new relaxation frequency parameters,
conservative, physically reasonable estimates were made. As
pointed out later, changing these estimated parameters by a
factor of 2 changed the total attenuation coefficient by less
than 0.2% for the worst case.

1. Oxygen

In a variation on the ANSI standard, the molecular vi-
bration relaxation frequency for oxygen,f vib,O2

, in Hz, is
estimated to be given by3,4

f vib,O2
5~P/P0!~m0 /m!@A11A21Bh8~C1h8!

3~D1h8!#, ~28!

where A15(XO2
1XN2

)24 exp(29.16Tr), Hz; A25(XO

1XN)2400, Hz; B540 400 exp(110.0Tr), Hz/%; C
50.02 exp(211.2Tr), %; D50.391 exp(18.41Tr); Tr

5@(T/T0)(21/3)21#; T05293.15 K, and h85100@(XH2O)

1XO3
#, the mole concentration, in %, of water vapor plus

ozone.~Note the distinction between the mole concentration,
h8, in percent for water vapor and the corresponding mole
fraction, XH2O.) The various mole fractions,Xi , where i

corresponds to O2, N2 , O3 , O, N, and H2O, are their frac-
tional parts, by volume, in the mixture of moist air.

The A2 term in the above-given expression is an esti-
mated correction for the presence of atomic oxygen and ni-
trogen. As will be shown later, the mole fraction of the
former exceeds that for O2 at altitudes above about 95 km.
The term, (P/P0)(m0 /m) accounts for the inherent effect of
the pressure- and viscosity-dependent molecular collision
frequency, f col51.25P/m, on all vibrational relaxation
frequencies.7

The temperature correction factors in Eq.~28! are de-
fined in terms of the relative temperature variable,Tr , which
is zero at the reference temperature,T0 , resulting in a tem-
perature correction factor of unity at this temperature. For
each component, the exponents are based on the experimen-
tal data reviewed in Ref. 4.

2. Nitrogen

The relaxation frequency for nitrogen,f vib,N2
, is also

modified from the ANSI/ISO Standards3 to account for the
atypical conditions at high altitudes. The resulting new ex-
pression is

f vib,N2
5~P/P0!~m0 /m!@E1FXO3

1GXH2O#, ~29!

FIG. 3. Change in molecular vibration
relaxation strength,C/R, with tem-
perature. The contributions from dif-
ferent constituents are identified.
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where E59 exp(219.9Tr). This includes a temperature
correction4 for the low humidity term believed to
represent relaxation of N2 by CO2. F560 000 Hz is an
estimate to account for relaxation of N2 by ozone. G
528 000 exp(24.17 Tr) and is the same term as in the ANSI/
ISO Standards to account for relaxation of N2 by water va-
por. There are no available data for relaxation of N2 by O3 so
we assumed that since O3 and H2O both have large dipole
moments, their effect on the relaxation of N2 should be simi-
lar. This estimate can easily be off by a factor of 2. However,
it is found later that the results are not sensitive toF. ~A
change inF by a factor of 2 only changes the total attenua-
tion coefficient by 0.13% at 1 Hz and by much less at higher
frequencies.!

3. Carbon dioxide

For carbon dioxide, based on experimental relaxation
rates4 for CO2 in mixtures with O2, N2 , H2O and on rough
estimates for O, N, and O3, the relaxation frequency,f vib,CO2

is estimated to be given by the following:

f vib,CO2
5~P/P0!~m0 /m!Z, ~30!

where Z5@HXCO2
1I (XO2

10.5XO)1J(XN2
10.5XN)

1K(XH2O1XO3
)# and H522 000 exp(27.68Tr), Hz; I

515 100 exp(210.4Tr), Hz; J511 500 exp(29.17Tr), Hz,
andK58.483108 exp(19.17Tr), Hz. Data are available4 to
support the temperature correction factors in the above-noted
expression for the molecular species~i.e., O2 and N2) but
there are no similar experimental data for vibrational relax-
ation of CO2 by the atomic species, O and N. In Eq.~30!, we
have effectively assumed that the atoms are 0.5 times as
effective as the molecules O2 and N2 if relaxing CO2. This
might seem strange since free atoms are often very efficient
as energy transfer catalysts. But the molecules transfer en-
ergy via vibrational to vibrational energy transfer reactions
that are typically more effective than collisions that require
vibrational to translational energy transfer. Again, sensitivity
to this assumption of a correction by 0.5 for effective mole
fraction of either atomic O or N is not critical. A change in
this correction by a factor of 2 changed the total atmospheric
attenuation coefficient, for the worst case~at 1 Hz!, by less
than 0.0007% so that this adjustment for the contribution of
O and N could, after the fact, have been ignored.

4. Ozone

Finally, the relaxation frequency,f vib,O3
for ozone, based

on limited data,4 is estimated to be

f vib,O3
5~P/P0!~m0 /m!~1.23105!L, ~31!

whereL5exp(27.72Tr). For Eqs.~29!–~31!, Tr is the same
as defined for Eq.~28!.

The expressions developed up to this point can now be
applied to the computation of atmospheric absorption as a
function of altitude given a model, or models, for the atmo-
spheric pressure, temperature, and composition. These mod-
els are defined in Sec. V. The above-outlined expressions for
atmospheric absorption differ substantially from those em-

ployed in the ANSI/ISO Standards and are intended only for
application at altitudes above the approximate upper bound
of 20 km covered by these standards.3

V. ATMOSPHERIC CONDITIONS

The primary model given in this section to define refer-
ence values for atmospheric pressure and temperature up to
160 km was developed by NASA for application at Cape
Kennedy.15 The profile of water vapor as a function of alti-
tude was based on the data in Ref. 16. Although the data only
extended to 100 km, it was possible to extrapolate values to
160 km with considerable confidence since:~1! a linear de-
crease in the log of mole fraction of water vapor as a func-
tion of altitude was clearly indicated by the data in Ref. 16
for altitudes from 50 to 100 km and~2! water vapor plays
little or no role in atmospheric absorption beyond an altitude
of about 80 km and only then for very low frequencies. The
model used to define the chemical composition~in terms of
mole fractions! of the significant constituent gases consid-
ered in Sec. IV~i.e., N2 , O2 , N, O, CO2, O3 , and H2O) is
also based on information from Ref. 16. The latter defined
the mole fractions for most of these constituent gases to an
altitude of 240 km. For CO2, extension ofXCO2

values to
such an altitude necessarily involves extrapolation to alti-
tudes well above those for which data were available. How-
ever, information on mole fractions is only applied up to 160
km in this paper. Although more recent data on atmospheric
conditions are available, the values employed for this paper
are considered reasonable and based on authoritative sources
for purposes of illustrating the changes in atmospheric ab-
sorption at high altitudes. The reader is free to apply the
above-given algorithms to any other atmospheric composi-
tion data. However, the basic trends illustrated herein are
unlikely to change significantly.

A. Reference values for atmospheric pressure,
temperature, and humidity

Atmospheric pressure and temperature are defined, for
the default model, by the following two types of polynomial
equations~up to fifth order! with geometric altitude,Y, in
km, as the independent variable. However, each equation—
one for atmospheric pressure and one for temperature—
utilizes different sets of polynomial coefficients to cover
seven different altitude ranges or legs. These coefficients and
the corresponding equations are specified in Table II. In all
cases, at any one interface between two legs, either set of
coefficients may be used with negligible error in the resulting
value for pressure or temperature.

1. Atmospheric pressure

The atmospheric pressure,P, in pascals, is given as a
function of the geometric altitude,Y, in km, from 0 to 160
km, by

P5105 exp~A01A1Y1A2Y21A3Y31A4Y41A5Y5!,
~32!

where the coefficientsAi are found in Table II for seven
different altitude ranges.~For convenience, the three differ-
ent equation forms used in Ref. 15 to define atmospheric
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pressure as a function of altitude have been reduced to one
common form.! Values of P as a function of altitude are
given in Fig. 4. Note that at an altitude of 120 km, the pres-
sure is more than seven orders of magnitude less than at sea
level.

2. Temperature

The absolute temperature,T of the atmosphere, in
kelvin, is given as a function of the geometric altitude,Y in
km, by

T5A01A1Y1A2Y21A3Y31A4Y41A5Y5. ~33!

The above equations and Table II are used to define the pro-
files for mean atmospheric pressure and temperature shown
in Figs. 4 and 5, respectively. Also shown in the figures are
the mean values for the atmospheric pressure and tempera-
ture from other sources for model atmospheres.6,17,18As ex-
pected, there is very little disagreement between the various
models for atmospheric pressure as a function of altitude.

The NASA model15 was preferred, in this case, since the
polynomial coefficients had already been developed.

The temperature profile prediction model, shown by the
solid line in Fig. 5, is in reasonable agreement with data from
the alternative models. Note, for example, that the predicted
temperature profile follows the US Standard atmosphere
model fairly well. However, as expected, temperature pro-
files show considerably more variation than do pressure pro-
files. Furthermore, at altitudes above about 110 km~i.e., in
the thermosphere!, the temperature can vary widely with
time of day,18 a detail not reflected in the other models which
only provide long-time average values.

It must be emphasized that the weather profiles pre-
sented in this paper, especially those for temperature, only
scratch the surface of this highly complex topic with a very
rich literature base. However, based on comparisons shown

TABLE II. Coefficients for polynomial expressions for atmospheric pressure and temperature versus altitude.

Altitude range
~km!

Leg

Use
with

Eq. No.

Coefficients

Lower Upper A0 A1 A2 A3 A4 A5

Pressure
0 11 I ~32! 1.68716E202 21.14252E201 21.36123E203 7.36241E205 21.08003E205 3.30464E207

11 18 II ~32! 27.99108E202 28.10464E202 25.55224E203 3.11170E204 21.66878E205 3.83200E207
18 28 III ~32! 9.84143E201 22.69769E201 8.52275E203 23.96203E204 1.01465E205 21.02643E207
28 50 IV ~32! 2.18198E100 24.11497E201 1.33665E202 23.59519E204 5.10097E206 22.89056E208
50 83 V ~32! 7.63380E100 22.58298E201 3.76139E203 24.20887E205 1.60200E207 21.92509E210
83 90 VI ~32! 21.12790E101 3.19820E201 25.80930E203 2.23310E205 0 0
90 160 VII ~32! 21.09914E102 4.71430E100 28.21230E202 6.62200E204 22.55930E206 3.84825E209

Temperature
0 11 I ~33! 2.85000E102 25.07619E100 1.97780E201 25.61320E202 1.46360E203 1.42000E204

11 18 II ~33! 1.25350E103 23.28270E102 4.18980E101 22.67240E100 8.44850E202 21.05260E203
18 28 III ~33! 2.12120E103 24.19180E102 3.64740E101 21.57300E100 3.36670E202 22.85790E204
28 50 IV ~33! 29.01040E102 1.58750E102 28.92550E100 2.46170E201 23.28070E203 1.68830E205
50 83 V ~33! 25.03980E102 3.92140E101 24.95180E201 23.26220E203 9.66650E205 24.78800E207
83 90 VI ~33! 1.75740E102 0 0 0 0 0
90 160 VII ~33! 26.84520E104 2.82794E103 24.57421E101 3.62065E201 21.39987E203 2.12100E206

FIG. 4. The log10 of the atmospheric pressure vs alti-
tude. The solid line, used in this study up to 160 km, is
a fit to different atmospheric pressure models.

1020 J. Acoust. Soc. Am., Vol. 115, No. 3, March 2004 L. C. Sutherland and H. E. Bass: Atmospheric absorption at high altitudes



in Figs. 4 and 5 with the data from the numerous alternative
models, the default prediction models do appear to provide
representative values suitable for evaluation of sound propa-
gation at high altitudes.

3. Humidity profiles

Although properly a part of the next section on compo-
sition of the atmosphere, it is convenient to treat the profile
of humidity content in this section. As stated earlier, the hu-
midity profile was based on plotted data in Ref. 16. Three
regression equations were developed to define this water va-
por profile in terms of the mole fraction of water vapor,
XH2O, as a function of altitude. The first two equations fitted
the data from 0 to 30 km and from 30 to 100 km and the
third expression was a linear extrapolation above 100 km.
The results are shown in Fig. 6 along with comparison with
humidity data from other sources.3,15

B. Reference values for composition of the
atmosphere

Knowledge of the mole fraction profile for the major
constituents of the atmosphere considered in this paper is
essential in order to be able to apply the algorithms in Sec.
IV, especially for prediction of relaxation frequencies. Refer-
ence 16 was employed to define this composition profile. It
contained a plot of the density of molecules or atoms of the

atmospheric constituents as a function of altitude. Careful
reconstruction of this plot by reading values from the pub-
lished figure provided the profile of composition density
shown in Fig. 7. The values employed here for Fig. 7 are
believed accurate within better than62%. Although the at-
mospheric composition is believed to provide reasonable ap-
proximations of these average values, some of the constitu-
ents considered, such as water vapor, can be expected to
have significant variations with location and time which
would have a major effect on atmospheric absorption by mo-
lecular relaxation at low altitudes—outside the primary focus
of this paper.

Furthermore, no attempt is made here to develop the
very complex pattern of spatial and temporal variation in
ozone content19 since it turns out to be the least significant of
the sources of molecular relaxation loss at high altitudes. The
maximum value of the contribution of molecular relaxation
loss from ozone is about 2.7% of the total molecular vibra-
tion relaxation loss~at 400 Hz at 30 km! but it only reaches
a maximum of about 0.1% of the total atmospheric absorp-
tion loss~at 120 Hz at 32 km!. Clearly, further refinement of
ozone mole fraction data is not required for these calcula-
tions.

From this atmospheric composition density profile, mole

FIG. 5. Atmospheric temperature vs
altitude. The solid line represents a fit
to different models for atmospheric
temperature and was used in the calcu-
lations in this paper.

FIG. 6. Humidity vs altitude. The
solid line, used in the calculations in
this paper, represents a fit to the atmo-
spheric humidity models for altitudes
up to 100 km. As explained in Sec.
V A 3, values above 100 km were ex-
trapolated on the basis of the linear
trend above 80 km.
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fraction values were computed for dry air. That is, the water
vapor content was initially assumed equal to zero in order to
establish the basic mole fraction profile of the remaining
constituents which is assumed to remain essentially invariant
with time. ~One exception to this ‘‘fixed-in-time’’ assumption
is the long time variation in CO2 content discussed in the
following.! Least-squares polynomial regression equations
were then developed from these computed dry-air mole frac-
tion profiles and the results are shown in Fig. 8~a! for mo-
lecular oxygen, O2 ; in Fig. 8~b! for molecular nitrogen, N2 ;
in Fig. 8~c! for atomic oxygen, O, and nitrogen, N, and in
Fig. 8~d! for ozone, O3 . These polynomial expressions are
defined later.

1. Carbon dioxide content

For carbon dioxide, the situation is different. First, it
will be shown that the atmospheric absorption loss from CO2

molecular vibration relaxation is the dominant relaxation ab-
sorption component at moderate altitudes. This dominance
occurs at an altitude of about 65 km at a frequency of 1 Hz
decreasing to an altitude of about 10 km at a frequency of
10 000 Hz. Second, it is known that the amount of carbon
dioxide in the atmosphere has been slowly increasing for
many years above its oft-cited level of 314 ppm.6 Thus it was
considered desirable to estimate a mole fraction for this con-
stituent that would correspond to an expected value by the
year 2010—an arbitrary future target year for purposes of
this paper. Measurements of carbon dioxide content in the
atmosphere have been monitored by Charles Keeling of the
Scripps Institute of Oceanography since 1958 at a 3500 m
high observatory on the Mauna Loa volcano in Hawaii.20

The historical trend in the average annual CO2 levels ob-
served at this site are shown in Fig. 9 from data published in
Ref. 21. Also shown are projections of possible increasing
levels.22 A growth rate for the mole fraction,XCO2

of CO2

was estimated by the following regression line through the
measured data:

XCO2
'6.90493102227.078131025~yr!11.8222

31028~yr!2, ~34!

where yr is the calendar year.
For the year 2010, Eq.~34! predicts a mole fraction for

CO2 corresponding to about 400 ppm equivalent to a value

of XCO2
of 431024. As shown in Fig. 7, the particle density

for CO2 decreases initially at approximately the same rate as
for O2 and N2. Thus, the mole fraction of CO2 does not
appear to vary significantly with altitude up to at least 90 km.
The actual value of the mole fraction for CO2 derived from
the 1960-vintage data in Fig. 7 varied by less than610%
about a mean value close to the expected nominal value at
that time of about 314 ppm. This tendency for an approxi-
mately constant mole ratio with altitude is consistent with the
observation by Keeling20 that ‘‘the mixing ratio of CO2 is
fairly stable up to the stratosphere.’’

In the absence of more definitive data, it was assumed,
therefore, that the mole ratio of CO2 would be constant with
altitude up to the upper limit of 160 km considered in this
study. Furthermore, since the data in Fig. 7 supports an ap-
proximately constant mole fraction up to about 90 km and
this exceeds the altitude of 70 km noted earlier where mo-
lecular relaxation by CO2 dominates this form of atmo-
spheric absorption loss, the actual CO2 content above 90 km
is not expected to have any real significance for atmospheric
absorption of sound.

2. Computation of mole fractions

A generic equation, given in the following, is used with
the corresponding coefficients in Table III to define the mole
fraction,Xi ~not the % concentration! of the ith constituent as
a function of altitude. From one to three sets of coefficients,
depending on the constituent gas, are required for different
altitude ranges. The total mole fraction over all constituents
considered, except water vapor, was very nearly equal to the
theoretical value of about 0.99 for dry air. Argon and other
trace constituents make up the remaining 1%. Therefore, to
provide the correct sum in mole fractions, argon was added
at a constant ratio of 1.2% of the mole fraction of nitrogen.
This proportion was derived from the data in Fig. 7 and
remained nearly constant up to about 90 km dropping off
slightly at higher altitudes. With this addition of argon, the

FIG. 7. Density of atmospheric com-
ponents as a function of altitude. Here
and for Figs. 8 and 10, while values
are shown up to an altitude of 240 km
to help illustrate the variations in the
atmospheric constituents at these high
altitudes, atmospheric absorption is
only computed up to 160 km for this
paper.
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sum of the mole ratios for dry air was within 1% of a theo-
retical value of 1.0 at all altitudes below 90 km and deviated
by less than 3% at higher altitudes.

The mole fraction of water vapor,XH2O, was also com-
puted from three different polynomial expressions derived
from analysis of the data in Fig. 7 covering the range of

0–160 km as explained in Sec. V A 3. As shown previously
in Fig. 6, the resulting prediction model agrees reasonably
well with other humidity profile data.

Thus, for theith component, the mole fraction,Xi is
given by the following generic expression where the number
of terms involved varies from 1 to 5 with from one to three

FIG. 8. Mole ratio of atmospheric constituents vs alti-
tude for major atmospheric constituents~a! O2 ; ~b! N2 ;
~c! O, N; ~d! O3 . The extrapolation for O3 beyond the
limit of data above 100 km is not critical since it is
shown later that its contribution to the total absorption
is completely negligible above about 60 km.
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sets of coefficients required, as defined by Table III, to cover
the entire altitude range forY from 0 to 240 km,

Xi510B, ~35!

where B5A01A1Y1A2Y21A3Y31A4Y41A5Y5. The
mole fraction profiles versus altitude for the constituents, us-
ing Eq. ~35! and the appropriate coefficients from Table III,
are shown by the solid lines in Figs. 8~a!–~d!. The symbols
correspond to the values computed from the data of Ref. 16
shown earlier in Fig. 7.

3. Computed molecular weight

A further test of the accuracy of the mole fraction model
is provided by a comparison of the molecular weight for air
as a function of altitude computed by the following expres-
sion @with the help of Eq.~35! and Table III# to tabulated
values from the literature~i.e., Refs. 6, 17, 18, and 23!.
When making this computation of molecular weight, it is
necessary to normalize the mole fractions of all the constitu-

ents, including water vapor, so that their sum is again equal
to 1.0. Without this correction, the molecular weight for
moist air would be higher than the true value and the result-
ing value for the speed of sound would be erroneous. How-
ever, the error realized if this normalization was not made
would only be significant below about 6 km where the mole
concentration for water vapor can be of the order of 1%–5%.

Based on the above-noted approach, the molecular
weight of air,M, at any altitude was computed by

M5(
i

n

@XiMi #Y (
i

n

Xi , ~36!

whereXi are the unnormalized mole fraction values,~i.e., for
dry air! computed with Eq.~35! and Table III andMi are the
mole molecular weight values for theith component as
specified in the following:

FIG. 9. CO2 content measured by
Keeling at an altitude of 3.5 km
@Lashof and Tirpak~1989!, Projections
for future years by Levinset al.,
~1989! and extrapolation used for this
paper#.

TABLE III. Coefficients for polynomial expressions for atmospheric composition.

Component O2 N2 CO2 O3 O N H2O
Alt ~km! 0–90 0–76 0–240 0–80 0–95 0–240 0–30

A0 20.67887 20.10744 23.3979 21.9027E101 21.1195E101 25.3746E101 21.7491E100
A1 1.3093E100 1.5408E201 1.5439E100 4.4986E202
A2 24.6496E202 21.4348E203 21.8824E202 26.8549E202
A3 7.8543E204 1.0166E205 1.1587E204 5.4639E203
A4 26.5169E206 23.5399E207 21.5539E204
A5 2.1343E208 4.2609E210 1.5063E206

Alt ~km! 90–240 76–240 80–240 95–240 30–100

A0 4.9296E101 1.3972E201 24.2340E100 23.2456E100 24.2563E100
A1 21.5524E100 25.6269E203 23.0975E202 4.6642E202 7.6245E202
A2 1.8714E202 3.9407E205 22.6894E204 22.1824E203
A3 21.1069E204 21.0737E207 5.2640E207 22.3010E206
A4 3.1990E207 2.4265E207
A5 23.6211E210 21.2500E209

Alt ~km! 100–240

A0 26.2534E201
A1 28.3665E202

1024 J. Acoust. Soc. Am., Vol. 115, No. 3, March 2004 L. C. Sutherland and H. E. Bass: Atmospheric absorption at high altitudes



FIG. 10. Molecular weight vs altitude.
Solid line comes from Eq.~36!.

FIG. 11. Ratio of specific hearts at dif-
ferent temperatures for air at sea level
atmospheric pressure. Different mod-
els are given by the symbols. The solid
line is from Eq.~38!.

FIG. 12. Viscosity of dry air as a func-
tion of temperature. We use a modified
Sutherland equation described by Eq.
17.
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ith component Mi (kg/kmol)

Nitrogen 28.0134
Oxygen 31.9988
Carbon dioxide 44.0095
Ozone 47.9982
Atomic nitrogen 14.0067
Atomic oxygen 15.9994
Water vapor (H2O) 18.0153
Argon (Xi50.012XN2

) 39.948

The values of molecular weight computed in this manner are
compared in Fig. 10 with published values from several
sources6,17,18 including one actual measurement at high alti-
tudes obtained during the extensive studies carried out dur-
ing the International Geophysical Year~IGY! program in the
late 1950s.23 Below 90 km, i.e., within the stratosphere, the
computed molecular weight agrees, as expected, with the
standard value for dry air of 28.964 kg/kmol. However,
above that altitude, the mole fractions of the constituents of
air, especially molecular and atomic oxygen, change mark-
edly and the agreement between prediction and published or
measured values is less satisfactory. Nevertheless, the com-
puted values based on the atmospheric model of this paper,
which in turn is very dependent on the plotted data from Ref.
16, are not inconsistent with a lower bound for the
reported17,18and measured23 values for the molecular weight
of air at high altitudes. This result has a small effect on the
computed value for the ambient speed of sound,c0 , which

enters into all of the expressions for atmospheric absorption
of sound.

C. Temperature-dependent parameters

The following briefly summarizes the background data
and prediction models employed to define the three basic
temperature-dependent parameters that are needed for evalu-
ation of atmospheric absorption of sound at high altitudes.
These are:~1! the ambient speed of sound,c0 , ~2! the spe-
cific heat ratio,g, needed to definec0 , and ~3! finally, vis-
cosity,m, so basic for classical plus rotational relaxation loss.

1. Ambient speed of sound

Using the standard expression for the speed of sound,
c0 , for an ideal gas,7 the low frequency speed of sound in
air, in m/s, in the absence of dispersion, is given by

c05@gR0T/M #1/2, ~37!

whereg5the ratio of specific heats,Cp /Cn ; R05the univer-
sal gas constant, 8314.48 J/kmol K;T5absolute temperature,
K; M5molecular weight, kg/kmol@from Eq. ~36!#.

2. Specific heat ratio

Ideally, the value of the specific heat ratio at altitudes
above 90 km should be computed from a weighted average
based on the values for the specific heat at constant pressure
for each constituent weighted by the product of their molecu-

FIG. 13. Components of atmospheric
absorption as a function of altitude. At
a frequency of 1 Hz.~a! Contributions
from different mechanisms;~b! mo-
lecular vibrational relaxation contribu-
tions for each molecule.
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FIG. 14. Components of atmospheric
absorption as a function of altitude at a
frequency of 10 Hz.~a! Contributions
from different mechanisms;~b! mo-
lecular vibrational relaxation contribu-
tions for each molecule.

FIG. 15. Components of atmospheric
absorption as a function of altitude at a
frequency of 100 Hz.~a! Contributions
from different mechanisms;~b! mo-
lecular vibrational relaxation contribu-
tions for each molecule.
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lar weight and mole fraction.24 However, this refinement has
not been employed here for the same reason that the pre-
dicted viscosity of air assumed a constant mole fraction pro-
file of the atmosphere at all altitudes. The actual variation in
mole fractions is considered to have only a second-order ef-
fect on viscosity and the specific heat ratio and thus, second
order on atmospheric absorption. However, the first-order ef-
fects of temperature on the specific heat ratio are included
just as they were for viscosity. Based on a review of pub-
lished values forg as a function of temperature,24–28 shown
in Fig. 11, the following empirical expression is defined for
estimating the variation in the specific heat ratio,g with tem-
perature,T in kelvin. ~The small increase ing with increas-
ing pressure28 can be ignored for this paper since only atmo-
spheric pressures equal to or less than one atmosphere are of
concern!

g5A01A1T1A2T21A3T31A4T41A5T5, ~38!

whereA051.371,A152.460E204, A2526.436E207, A3

55.200E210, A4521.796E213, andA552.182E217.
This expression was developed by a least-squares re-

gression fit to what is believed to be the most credible
data24,26,28 illustrated in Fig. 11. The NBS data from
Hilsenrathet al.26 were considered the most important part
of these data providing an authoritative set covering the tem-
perature range from 50 to over 1000 K.

3. Viscosity

As mentioned in Sec. II, a slightly modified version of
the Sutherland equation9 was employed to define viscosity,
m, as a function of temperature. This equation, Eq.~17!,
provides a slightly better fit to tabulated data for viscosity at
high temperatures than the usual form used, for example, in
the ICAO 1964 Standard atmosphere29 whereT05300 K, S
5110.4 K, andm0518.4631026 kg m21 s21. Viscosity val-
ues predicted by Eq.~17! are compared in Fig. 12 with val-
ues reported from several sources.18,25,27 It is satisfying to
find such excellent agreement between the various published
data for this fundamental atmospheric parameter in contrast
to the variance in a few of the published values for the spe-
cific heat ratio shown in Fig. 11. Note, however, that Fig. 12
also identifies another prediction model30 ~theory-based!
which does not appear to accurately predict the trend in vis-
cosity at high temperatures. The small, readily developed,
modification made for this paper to the Sutherland equation
should probably be verified by comparison with more recent
data sources although its general accuracy for application in
this study is considered reasonable. As stated earlier, how-
ever, this must be qualified by recognizing the second-order
effect not accounted for in the viscosity model which as-
sumes that the constituent mixture is the same at all altitudes.
While there are no values for viscosity presented in the 1962
U.S. Standard Atmosphere above an altitude of 90 km,6 the
temperature variation in viscosity up to 160 km is indicated
by the data in Figs. 5 and 12.

FIG. 16. Components of atmospheric
absorption as a function of altitude at a
frequency of 1000 Hz.~a! Contribu-
tions from different mechanisms;~b!
molecular vibrational relaxation con-
tributions for each molecule.
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VI. ATMOSPHERIC ABSORPTION TO 160 km

The atmospheric absorption algorithms in Secs. II–IV
and the atmosphere models in Sec. V are now combined to
compute values for the absorption coefficients as a function
of altitude.~To convert the absorption coefficients computed
with the equations in Secs. II, III, and IV from Np/m to
dB/km, the values in Np/m are multiplied by 8685.9! The
results are shown in Figs. 13–17 in terms of the attenuation
coefficient in dB/km as a function of altitude from 0 to 160
km for frequencies of 1, 10, 100, 1000, and 10 000 Hz, re-
spectively.

Part~a! of each figure shows the classical loss~including
the added 0.3% for the diffusion loss!, rotational relaxation
loss, and total molecular vibration relaxation losses and the
resultant total attenuation coefficient. Part~b! of each figure
shows the molecular vibration relaxation components and the
resulting total attenuation coefficient.

There are a number of features of these figures that
should be noted. First consider Fig. 13, which shows absorp-
tion at 1 Hz. Under conditions typical for the lower atmo-
sphere, atmospheric absorption can generally be neglected. It
is nominally less that 0.01 dB/km so even for path lengths on
the order of one-tenth the radius of the earth~or about 830
km!, absorption would be less than 10 dB. Referring to the
same figure, the absorption at 160 km altitude is more than
10 dB/km. The earth’s thermosphere lies above about 80 km
so for acoustic waves launched upward from lower altitudes,
this is the last refractive layer to turn the waves back toward
the earth. With an absorption of 10 dB/km, waves at a fre-

quency of 1 Hz would not make it to the thermosphere and
then back down to earth.

Some other observations based upon examination of
Figs. 13–17 can be summarized as follows.

~a! Classical plus rotational losses predominate over
molecular vibration losses at altitudes which decrease from
about 60 km at 1 Hz to about 10 km at 10 000 Hz. This
means that any errors introduced by the various assumptions
employed for vibrational relaxation by O and N are not so
important because by the time the concentration of these
atoms become large, absorption is dominated by classical
plus rotational loses.

~b! For evaluation of propagation of ‘‘over-the-top’’
sonic booms, or high altitude blasts, it is likely, that classical
plus rotational absorption attenuation will be the most impor-
tant. These over-the-top booms or blast waves will lose high
frequency content though some high frequency energy might
be restored by nonlinear effects not considered here.

~c! Estimated molecular absorption by CO2, which has
not been explicitly included in the existing ANSI and ISO
standards, dominates molecular vibration losses at altitudes
just above the point where classical plus rotational relaxation
losses begin to control the total absorption loss. Over a very
small range of altitudes it might be dominant.

~d! Although not important for the total attenuation at
high altitudes, it is interesting to note how molecular vibra-
tion by nitrogen reappears as the dominant part of this form
of loss at altitudes above about 130 km. This is due to the
large increase in relaxation strength for nitrogen at the high
temperatures involved at these altitudes~see Fig. 3!.

FIG. 17. Components of atmospheric
absorption as a function of altitude at a
frequency of 10 000 Hz.~a! Contribu-
tions from different mechanisms;~b!
molecular vibrational relaxation con-
tributions for each molecule.

1029J. Acoust. Soc. Am., Vol. 115, No. 3, March 2004 L. C. Sutherland and H. E. Bass: Atmospheric absorption at high altitudes



TABLE IV. Attenuation coefficient~dB/km! for atmospheric absorption.

Y
~km!

Frequency~Hz!

2 4 8 16 31.5 63 125 250 500 1000 2000 4000 8000

0 6.53E25 2.61E24 1.04E23 4.18E23 1.61E22 6.38E22 2.40E21 8.22E21 2.11E10 3.87E10 6.96E10 1.74E11 5.82E11
2 8.43E25 3.37E24 1.35E23 5.38E23 2.07E22 7.97E22 2.76E21 7.56E21 1.45E10 2.57E10 6.13E10 2.00E11 7.34E11
4 2.17E24 8.67E24 3.44E23 1.33E22 4.65E22 1.33E21 2.72E21 5.12E21 1.28E10 4.25E10 1.55E11 5.25E11 1.36E12
6 7.21E24 2.77E23 9.66E23 2.68E22 6.11E22 1.62E21 5.29E21 1.85E10 5.46E10 1.10E11 1.54E11 2.03E11 3.55E11
8 2.27E23 7.18E23 2.21E22 7.35E22 2.22E21 4.94E21 7.19E21 8.30E21 9.32E21 1.24E10 2.43E10 7.20E10 2.63E11

10 5.31E23 1.72E22 4.39E22 7.33E22 8.82E22 9.46E22 1.02E21 1.27E21 2.27E21 6.24E21 2.21E10 8.56E10 3.39E11
12 7.59E23 1.71E22 2.51E22 2.86E22 3.01E22 3.26E22 4.13E22 7.61E22 2.15E21 7.71E21 2.99E10 1.18E11 4.68E11
14 7.62E23 1.24E22 1.48E22 1.57E22 1.67E22 1.99E22 3.23E22 8.22E22 2.82E21 1.08E10 4.25E10 1.67E11 6.39E11
16 6.61E23 8.78E23 9.63E23 1.01E22 1.13E22 1.58E22 3.33E22 1.04E21 3.85E21 1.50E10 5.91E10 2.28E11 8.60E11
18 5.72E23 6.80E23 7.22E23 7.71E23 9.25E23 1.54E22 3.94E22 1.36E21 5.22E21 2.06E10 8.07E10 3.10E11 1.18E12
20 5.21E23 5.88E23 6.19E23 6.77E23 8.81E23 1.70E22 4.92E22 1.79E21 6.95E21 2.75E10 1.09E11 4.20E11 1.62E12
22 5.14E23 5.69E23 6.01E23 6.76E23 9.47E23 2.04E22 6.33E22 2.35E21 9.24E21 3.67E10 1.46E11 5.71E11 2.22E12
24 5.62E23 6.27E23 6.67E23 7.66E23 1.13E22 2.59E22 8.31E22 3.13E21 1.23E10 4.91E10 1.95E11 7.73E11 3.04E12
26 6.62E23 7.56E23 8.12E23 9.46E23 1.43E22 3.40E22 1.11E21 4.20E21 1.66E10 6.60E10 2.63E11 1.04E12 4.13E12
28 7.56E23 8.73E23 9.48E23 1.13E22 1.79E22 4.44E22 1.48E21 5.66E21 2.24E10 8.92E10 3.55E11 1.41E12 5.59E12
30 7.66E23 8.62E23 9.43E23 1.18E22 2.07E22 5.67E22 1.98E21 7.64E21 3.03E10 1.21E11 4.81E11 1.91E12 7.56E12
32 5.77E23 6.19E23 7.04E23 1.02E22 2.23E22 7.13E22 2.63E21 1.03E10 4.11E10 1.64E11 6.48E11 2.56E12 1.02E13
34 4.26E23 4.60E23 5.68E23 9.98E23 2.64E22 9.30E22 3.54E21 1.40E10 5.56E10 2.20E11 8.65E11 3.42E12 1.36E13
36 3.24E23 3.62E23 5.09E23 1.09E22 3.33E22 1.24E21 4.78E21 1.89E10 7.47E10 2.92E11 1.15E12 4.56E12 1.82E13
38 2.56E23 3.07E23 5.06E23 1.30E22 4.36E22 1.67E21 6.46E21 2.54E10 9.85E10 3.84E11 1.52E12 6.05E12 2.42E13
40 2.12E23 2.80E23 5.53E23 1.64E22 5.81E22 2.25E21 8.66E21 3.33E10 1.28E11 5.02E11 2.00E12 7.98E12 3.19E13
42 1.83E23 2.76E23 6.49E23 2.14E22 7.80E22 3.02E21 1.13E10 4.27E10 1.66E11 6.56E11 2.62E12 1.05E13 4.18E13
44 1.64E23 2.92E23 8.03E23 2.83E22 1.04E21 3.92E21 1.43E10 5.45E10 2.14E11 8.52E11 3.40E12 1.36E13 5.44E13
46 1.54E23 3.30E23 1.03E22 3.75E22 1.35E21 4.91E21 1.79E10 6.96E10 2.76E11 1.10E12 4.40E12 1.76E13 7.04E13
48 1.54E23 3.92E23 1.33E22 4.87E22 1.69E21 6.06E21 2.26E10 8.89E10 3.54E11 1.41E12 5.66E12 2.26E13 9.04E13
50 1.64E23 4.86E23 1.72E22 6.08E22 2.05E21 7.51E21 2.86E10 1.14E11 4.53E11 1.81E12 7.24E12 2.90E13 1.16E14
52 1.84E23 6.07E23 2.15E22 7.32E22 2.49E21 9.38E21 3.63E10 1.44E11 5.77E11 2.31E12 9.23E12 3.69E13 1.47E10
54 2.20E23 7.62E23 2.60E22 8.72E22 3.07E21 1.18E10 4.62E10 1.84E11 7.37E11 2.95E12 1.18E13 4.71E13 1.88E14
56 2.72E23 9.38E23 3.08E22 1.06E21 3.84E21 1.51E10 5.91E10 2.36E11 9.44E11 3.78E12 1.51E13 6.04E13 2.41E14
58 3.39E23 1.12E22 3.65E22 1.31E21 4.88E21 1.93E10 7.59E10 3.04E11 1.21E12 4.85E12 1.94E13 7.76E13 3.09E14
60 4.12E23 1.31E22 4.41E22 1.65E21 6.27E21 2.49E10 9.80E10 3.92E11 1.57E12 6.27E12 2.51E13 1.00E14 3.97E14
62 4.87E23 1.55E22 5.49E22 2.11E21 8.11E21 3.23E10 1.27E11 5.09E11 2.04E12 8.14E12 3.25E13 1.30E14 5.13E14
64 5.65E23 1.88E22 7.00E22 2.74E21 1.06E10 4.22E10 1.66E11 6.65E11 2.66E12 1.06E13 4.25E13 1.69E14 6.64E14
66 6.68E23 2.36E22 9.08E22 3.59E21 1.39E10 5.55E10 2.18E11 8.74E11 3.49E12 1.40E13 5.58E13 2.21E14 8.61E14
68 8.18E23 3.04E22 1.19E21 4.75E21 1.84E10 7.35E10 2.89E11 1.16E12 4.63E12 1.85E13 7.38E13 2.91E14 1.12E15
70 1.04E22 4.01E22 1.59E21 6.33E21 2.45E10 9.81E10 3.86E11 1.54E12 6.17E12 2.47E13 9.82E13 3.85E14 1.45E15
72 1.36E22 5.35E22 2.13E21 8.51E21 3.30E10 1.32E11 5.19E11 2.08E12 8.30E12 3.31E13 1.31E14 5.10E14 1.86E15
74 1.83E22 7.24E22 2.89E21 1.15E10 4.47E10 1.79E11 7.05E11 2.82E12 1.13E13 4.49E13 1.77E14 6.74E14 2.38E15
76 2.48E22 9.89E22 3.95E21 1.58E10 6.12E10 2.45E11 9.64E11 3.85E12 1.54E13 6.12E13 2.39E14 8.87E14 3.00E15
78 3.41E22 1.36E21 5.45E21 2.18E10 8.44E10 3.38E11 1.33E12 5.31E12 2.12E13 8.38E13 3.22E14 1.16E15 3.72E15
80 4.74E22 1.89E21 7.58E21 3.03E10 1.17E11 4.70E11 1.85E12 7.39E12 2.94E13 1.15E14 4.33E14 1.49E15 4.47E15
82 6.64E22 2.66E21 1.06E10 4.25E10 1.65E11 6.59E11 2.59E12 1.03E13 4.10E13 1.59E14 5.76E14 1.87E15 5.10E15
84 9.49E22 3.79E21 1.52E10 6.07E10 2.35E11 9.41E11 3.70E12 1.47E13 5.79E13 2.18E14 7.55E14 2.28E15 5.42E15
86 1.37E21 5.47E21 2.19E10 8.75E10 3.39E11 1.36E12 5.33E12 2.11E13 8.16E13 2.96E14 9.59E14 2.58E15 5.31E15
88 1.97E21 7.90E21 3.16E10 1.26E11 4.89E11 1.96E12 7.66E12 3.01E13 1.13E14 3.88E14 1.16E15 2.71E15 4.91E15
90 2.85E21 1.14E10 4.55E10 1.82E11 7.05E11 2.81E12 1.10E13 4.22E13 1.52E14 4.88E14 1.30E15 2.63E15 4.36E15
92 4.14E21 1.66E10 6.62E10 2.65E11 1.02E12 4.07E12 1.56E13 5.75E13 1.94E14 5.69E14 1.29E15 2.30E15 3.59E15
94 5.93E21 2.37E10 9.48E10 3.79E11 1.46E12 5.74E12 2.13E13 7.43E13 2.35E14 6.09E14 1.20E15 1.96E15 2.94E15
96 8.40E21 3.36E10 1.34E11 5.35E11 2.05E12 7.87E12 2.79E13 9.29E13 2.71E14 6.05E14 1.06E15 1.65E15 2.43E15
98 1.18E10 4.71E10 1.88E11 7.48E11 2.83E12 1.05E13 3.58E13 1.13E14 2.92E14 5.71E14 9.29E14 1.40E15 2.03E15

100 1.64E10 6.55E10 2.61E11 1.03E12 3.81E12 1.36E13 4.47E13 1.31E14 2.93E14 5.16E14 8.01E14 1.18E15 1.70E15
105 3.57E10 1.42E11 5.57E11 2.08E12 7.07E12 2.33E13 6.50E13 1.39E14 2.38E14 3.64E14 5.34E14 7.68E14 1.09E15
110 7.29E10 2.82E11 1.03E12 3.55E12 1.13E13 3.13E13 6.46E13 1.09E14 1.65E14 2.42E14 3.47E14 4.95E14 7.02E14
115 1.33E11 4.75E11 1.62E12 5.33E12 1.44E13 2.97E13 4.96E13 7.55E13 1.10E14 1.58E14 2.26E14 3.20E14 4.53E14
120 2.03E11 6.89E11 2.30E12 6.51E12 1.36E13 2.31E13 3.52E13 5.15E13 7.40E13 1.06E14 1.50E14 2.12E14 3.00E14
125 2.74E11 9.33E11 2.79E12 6.30E12 1.10E13 1.70E13 2.50E13 3.60E13 5.14E13 7.31E13 1.04E14 1.47E14 2.07E14
130 3.54E11 1.14E12 2.85E12 5.38E12 8.53E12 1.27E13 1.84E13 2.63E13 3.74E13 5.31E13 7.51E13 1.06E14 1.50E14
135 4.32E11 1.23E12 2.62E12 4.44E12 6.73E12 9.85E12 1.41E13 2.01E13 2.85E13 4.04E13 5.72E13 8.10E13 1.15E14
140 4.90E11 1.22E12 2.31E12 3.69E12 5.45E12 7.90E12 1.13E13 1.60E13 2.27E13 3.21E13 4.55E13 6.44E13 9.10E13
145 5.23E11 1.16E12 2.02E12 3.12E12 4.54E12 6.54E12 9.30E12 1.32E13 1.87E13 2.65E13 3.75E13 5.30E13 7.50E13
150 5.34E11 1.08E12 1.78E12 2.69E12 3.88E12 5.56E12 7.89E12 1.12E13 1.59E13 2.24E13 3.18E13 4.49E13 6.35E13
155 5.30E11 9.91E11 1.58E12 2.35E12 3.38E12 4.83E12 6.84E12 9.70E12 1.37E13 1.94E13 2.75E13 3.89E13 5.50E13
160 5.16E11 9.11E11 1.41E12 2.08E12 2.98E12 4.25E12 6.02E12 8.53E12 1.21E13 1.71E13 2.42E13 3.42E13 4.84E13
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A more complete presentation of the attenuation coeffi-
cients is provided by Table IV which provides a tabulation of
their values as a function of altitude from 0 to 160 km and
for pure tone signals with the exact frequencies specified
from 2 to 8000 Hz in octave frequency intervals.

Another assessment of the overall trend in total attenu-
ation from any source at high altitudes down to the ground is
provided by carrying out a numerical integration of the cu-
mulative total attenuation using the same algorithms which
generated the attenuation coefficients given in Table IV. The
results are shown in Fig. 18 for frequencies of 2, 16, 125,
1000, and 8000 Hz. This shows the interesting trend of two
semi-plateaus in cumulative attenuation that correspond to:
~a! the frequency/altitude range where molecular vibration
loss is falling off but classical plus rotational relaxation
loss has not yet overtaken the former and~b! the latter loss
has reached its relaxation peak and is beginning to fall off.

VII. CONCLUSIONS

Algorithms are provided for estimating atmospheric ab-
sorption at altitudes up to 160 km covering atmospheric con-
ditions well beyond the range of applicability of the existing
ANSI and ISO Standards for computing atmospheric absorp-
tion of sound. The algorithms are based on well-founded, but
simplified, theoretical models for classical plus rotational re-
laxation loss with a small empirical adjustment to the latter
to improve agreement with measured data. An important as-
pect of the model for these dominant sources of atmospheric
absorption at high altitude is to show that they undergo re-
laxation due to the very high values of frequency/pressure
encountered at high altitudes.

The algorithms for classical and rotational loss do not
attempt, at this time, to account for what are considered
second-order effects due to changes in viscosity and specific
heat ratio with deviations in the composition of the atmo-
sphere at altitudes above about 90 km. However, methods are
available to account for such changes and it is recommended
that these improved models be considered if it appears nec-
essary from application of the methods provided in this pa-
per. Such an effort should also be based on better informa-
tion, if available, on the composition of the atmosphere at
these high altitudes.

Existing algorithms for molecular vibration relaxation
loss included in the ANSI/ISO Standards are modified and
substantially augmented in an effort to estimate the latter
form of atmospheric absorption for conditions encountered at
high altitudes. The major significance of molecular relax-
ation in the atmosphere by CO2 is explicitly developed for
the first time although at its peak, this part of the total atmo-
spheric absorption is still substantially overcome by classical
plus rotational relaxation loss.
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In this paper the response of the external auditory system to acoustical waves of varying frequencies
and angles of incidence is computed using a boundary element method. The resonance patterns of
both the ear canal and the concha are computed and compared with experimental data. Specialized
numerical algorithms are developed that allow for the efficient computation of the eardrum
pressures. In contrast to previous results in the literature that consider only the ‘‘blocked meatus’’
configuration, in this work the simulations are conducted on a boundary element mesh that includes
both the external head/ear geometry, as well as the ear canal and eardrum. The simulation
technology developed in this work is intended to demonstrate the utility of numerical analysis in
studying physical phenomena related to the external auditory system. Later work could extend this
towards simulatingin situ hearing aids, and possibly using the simulations as a tool for optimizing
hearing aid technologies for particular individuals. ©2004 Acoustical Society of America.
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I. INTRODUCTION

The external human auditory system consists of the
head, the pinna, the ear canal, and the eardrum, which collect
the sound waves from the exterior domain, filter the spectral
properties, and provide an input signal to the middle and
inner ears through oscillations of the eardrum.

In this work numerical simulations, augmented with the
capabilities of parallel computing, are used as tools to study
the overall functionality of the outer ear. By comparing the
results to experimental data from the literature, it is demon-
strated that the simulations are capable of capturing the es-
sential physics of the external auditory system. This suggests
that such simulations could be used to assist in the develop-
ment of relevant technologies, such as hearing aids, hearing
protection devices, and virtual acoustic simulators.

In the context of the external auditory system, an impor-
tant parameter is the head-related transfer function~HRTF!,
which measures the pressure at the eardrum as a function of
the frequency and angle of incidence of the incident acous-
tical wave. It gives a measure of the filtering characteristics
of the outer ear, as well as the directional dependence, which
is critical for localization ability.

The directionality information provided by an HRTF is
useful in localization research@Katz ~1998!#, and in virtual
acoustic simulators@Moller ~1996!, Takeuchi~1998!, Kahana
~1999!#. The HRTF also provides information on the fre-
quency dependence of the sound amplification, as well as the

resonance frequencies of the ear canal, and this can be useful
for hearing aid designs@Sandlin~1995!#. The ability to com-
pute this quantity could alleviate the need for experimental
generation, and provide a tool to be used by all of the tech-
nologies above for phenomenological studies.

Although the need for careful, accurate laboratory mea-
surements will never be replaced, numerical simulations pro-
vide a useful alternative in cases when the experimental pro-
cedures are time-consuming or expensive, or when
parametric studies are necessary which would require many
repeated measurements. The measurement of an HRTF is an
illustrative example. The eardrum pressures must be mea-
sured in an anechoic chamber at varying frequencies and
angles of incidence, for each individual of interest. The de-
termination of ear-canal resonances is another example. In
this paper, numerical computations of both quantities are pre-
sented.

There have been some results reported in the literature
regarding numerical simulations of the external auditory sys-
tem. The literature is very limited, and this is part of the
motivation for the current paper.

Ciskowski~1991! studied both the plug and the earmuff-
type hearing protection devices~HPD! in an attempt to char-
acterize the best possible design for attenuating strong pulses
in the ear canal. He modeled the plugged ear canal as a
structure/acoustic cavity that coupled an elastodynamic
finite-element model for the plug to a pressure boundary el-
ement model for the cavity. The resonances of the acoustic
cavity were reproduced and compared with experimental
measurements.a!Author to whom correspondence should be addressed.
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Katz ~1998! computed the HRTF of real subjects using a
boundary element method applied to the Helmholtz integral
equation. In this study the finite impedance of the skin and
hair was experimentally measured and incorporated into the
numerical models. The frequency range of the simulations
was 1–5 kHz. Only linear triangulations were used, and a
decimation scheme was employed to provide appropriate
mesh densities for the desired range of frequencies.

Kahana~1999! used a boundary element method to com-
pute the HRTF up to a maximum frequency of 15 kHz. The
principle of reciprocity was used to deal with sources at vari-
able locations, simply by locating the source at the blocked
meatus position, and computing the response at the original
locations of the sources. A drawback to this approach was
that the source could not be located directly on the surface,
and had to be lifted off of the surface a small amount. This
introduced an additional error in the approximation. An al-
ternative approach would be to construct an adaptive mesh
that is well-resolved for all incident waves, and then solve
the linear system with multiple right-hand sides. This is cer-
tainly a more general approach, and would be useful for
problems in which the principle of reciprocity is not appli-
cable. Such an approach is taken in this paper.

The two previous references@Katz ~1998!, Kahana
~1999!# use the ‘‘blocked meatus’’ configuration in the simu-
lations, meaning that the ear canal is not included in the
mesh. Conversely, the first reference@Ciskowski ~1991!# in-
volves modeling the ear canal, but the external head/ear ge-
ometry is not included. This eliminates the directional depen-
dence imparted by the head and external ear. Also, in this
reference the canal is modeled using simplified geometries,
instead of actual canal data.

In the current study a mesh of an actual ear canal is
extracted from the literature@Stinton~1989!#, and connected
to a separate mesh of the head and pinna. This allows for
simulations on the entire external auditory system, and with
more realistic geometries. For completeness, simulations are
also conducted on the original blocked meatus configuration,
so that they can be compared to those with ear canal.

Although in this paper the internal parts of the hearing
system are not included in the model, it is recognized that a
long-term goal of this research is to model the entire auditory
system, including the middle and inner ears. A full auditory
simulation would involve coupling the external boundary el-
ement model with finite-element models for both the middle
and inner ear. Some attempts have been made to model sepa-
rately the inner parts of the auditory system. Ladak~1996!
used the finite-element method to study the middle ear of the
cat. Wada~1992! did a similar study, but on the human
middle ear. Several new investigations have been undertaken
to simulate the main structure of the inner ear, the cochlea:
Parthasarathi~2000!, Kolston ~1996!, Duncan ~1997!. The
latter reference models to the level of the hair bundles on the
cochlea, using a micromechanical model. Models of this type
are the first step towards understanding hearing system dam-
age on a particular individual, since in many cases the cause
of hearing impairment can be traced to the cochlea.

II. THE BOUNDARY ELEMENT TECHNOLOGIES

In this section we give brief remarks regarding the vari-
ous simulation technologies used in this work. These re-
marks are not intended to be complete descriptions, but in-
stead only introductions that give the reader the main ideas
of the approaches taken. Complete details on the numerical
formulation and implementation can be found in Walsh
~2003!.

A. BEM for scattering problems in acoustics

The boundary element method~BEM! is a very attrac-
tive technique for modeling acoustic scattering/radiation
problems, and in particular the external auditory system. By
reducing the exterior boundary value problem to a boundary
integral equation, it eliminates the need for a volume grid,
and the problems associated with discretizing the unbounded
domain. The Galerkin approach is taken in this work, since it
has the following advantages over collocation.

~i! The collocation approach can simply be viewed as an
underintegrated Galerkin method, and so pursing the
Galerkin method is the most general approach one can
take.

~ii ! Unlike collocation, the Galerkin method comes with a
complete mathematical convergence theory.

~iii ! The Galerkin method allows for an ‘‘integration by
parts’’ of the hypersingular part of the Burton–Miller
formulation, thus eliminating the need for Hadamard
finite part integration.

B. Burton–Miller formulation for BEM

For exterior acoustic scattering problems, the two
widely used classical formulations are the Helmholtz and
hypersingular integral formulations. However, neither one is
fully equivalent to the original Helmholtz differential equa-
tion with Sommerfeld radiation condition, over the entire
range of frequencies. Both exhibit the so-called fictitious fre-
quencies, where the integral formulations contain spurious
modes. Burton~1971! presents a new formulation that con-
sists of a complex combination of the Helmholtz and hyper-
singular integral equations, and proved that this is equivalent
to the original problem. For this reason it is chosen as the
formulation for the work in this paper.

The problem of interest is shown schematically in Fig. 1.
Given an incident wavepinc with wave numberk, and a
bounded domainV with a boundaryG ~in our caseV would

FIG. 1. The model scattering problem inR3.
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be the human head, with or without the ear canal! the goal is
to find a scattered pressureps satisfying the Helmholtz dif-
ferential equation

Dps1k2ps50 in V̂5R32V, ~1!

Sommerfeld radiation condition

U]ps

]R
2 ikpsU5OS 1

R2D for R→`, ~2!

and rigid boundary condition onG

]~ps1pinc!

]n
50 on G. ~3!

The rigid condition can be replaced by a finite impedance
condition, which would produce more accurate results, espe-
cially in the vicinity of the eardrum. However, the results
presented in this paper only model rigid scattering. The ex-
terior boundary-value problem is next replaced with the
Burton–Miller integral formulation, a weak formulation is
constructed, and a boundary element discretization is ap-
plied. More details are given in Walsh~2003!.

C. hp boundary element discretizations

The present work is a continuation of earlier work on
hp-adaptive boundary elements for the solution of exterior
and structure–fluid interaction problems in underwater
acoustics; see Demkowicz~1991, 1992!, Chang~1999!, and
Geng~1996!. The present boundary element code is imple-
mented within a newFORTRAN 90 implementation of a two-
dimensionalhp-adaptive package described in Demkowicz
~1998!, allowing for full hp adaptivity.

D. Parallel computations

The parallelization of thehp boundary element method
involves three separate tasks: formation of the linear system,
dense solve, and error estimation. Figure 2 shows a sche-
matic of the adaptive process in the parallel environment.
Both the formation and the factorization of the~dense! linear
system utilize thePLAPACK software of van de Geijn~1997!.
The computation of the elementwise residuals for the pur-

pose of error estimation is trivially parallelizable and thus is
simply distributed across the processors. All computations
are performed on the CRAY T3E distributed memory parallel
architecture using between 4 and 64 processors, depending
on the frequency.

E. Goal-oriented error estimation and mesh adaptivity

It is always desirable to have an estimate of the discreti-
zation error involved in numerical computations. Without
such an estimate, it would be difficult to separate errors due
to other sources, such as geometrical representation. Follow-
ing the results derived in Walsh~2003!, a local, or goal-
oriented error estimation and mesh adaptivity scheme is used
in this work, rather than a classical scheme based on a global
energy norm. Details on the formulation and implementation
can be found in this reference, as well as an exposition on
various error estimation and adaptivity techniques. These
techniques allow the pressure on the eardrum to be computed
with high accuracy.

III. NUMERICAL COMPUTATION RESULTS

This section presents the results of the acoustical simu-
lations. Using the boundary element technology described in
the previous section, the simulation results are generated and
compared to experimental data from the literature. All of the
numerical results in this section involve rigid scatterers, with
infinite impedance. This is, of course, an additional simula-
tion error, but its consequences are somewhat obvious in the
results and are pointed out when appropriate. Due to its
simple geometry and well-known exact solution, results are
first presented on a sphere.

A. Sphere

The simplest model one can consider for the head is a
sphere with a small microphone on either side. Since the
exact solution is known for this case, the transfer function
can be computed exactly. This model, though very simplified
compared with the head, can be used to gain intuition for the
types of responses that can be expected in more complicated
simulations.

For the case of normal incidence, Fig. 3 shows the exact
transfer function~obtained from the exact solution for scat-
tering of a plane wave on a rigid sphere!. The abscissa iska,
the wave numberk multiplied by the sphere radiusa, and the
ordinate is dB520 log(p/p0), wherep0 is the magnitude of
the pressure of the incident wave, andp is the pressure at the
detection point. The asymptotic limits on the transfer func-
tion in Fig. 3 have very simple physical explanations, which
are useful when interpreting the results for the head. We
consider the case where the sphere has a fixed radius, and the
wavelength of the incident field is allowed to vary. When the
wavelength becomes large relative to the radius of the
sphere, the interference that the sphere has on the incident
field becomes less and less significant. In the limit, the am-
plitude of the scattered pressure is negligible compared to the
that of the incident field. At the point of normal incidence

FIG. 2. The parallelization of the boundary element method.
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gain~dB)520 logS p

p0
D520 log~1!50, ~4!

wherep5ps1p0 is the total pressure field, andps and p0

are the scattered and incident pressure fields, respectively.
Thus, whenka→0 the limit in Fig. 3 is zero.

On the other hand, when the wavelength becomes small
relative to the radius of the sphere, the local surface curva-
ture at the point of normal incidence effectively disappears.
In the limit, the solution at the point of normal incidence
should be the same as for scattering of a plane wave on a
planar, rigid surface. The well-known solution to this prob-
lem requires that the scattered pressure be equal to the inci-
dent pressure. Thus

gain~dB)520S p

p0
D520 log~2!'6, ~5!

which is the upper limit in Fig. 3. A much more extensive
discussion of the scattering of sound from a sphere is given
by Duda~1998!.

The results presented for the sphere provide a starting
point for the understanding of the acoustics of the head/ear.
In the case when the wavelength is large relative to the size
of the pinna and canal, these structures do not contribute
significantly to the acoustical gain, and the transfer function
resembles that of a head without pinna, which one would
expect to have a very similar transfer function as the sphere.
This is especially true for normal incidence at very low fre-
quencies, where the pinna has little effect on the pressure at
the blocked meatus position.

In the case when the wavelength is on the order of or
smaller than the pinna/ear canal, however, the situation is
markedly different. Here, the pinna, concha, and ear canal
dramatically change the attainable gain as well as the direc-
tional dependence of the pressure field. This is a result of the
structure of the pinna and ear canal, which are cavities that
resonate within certain frequency ranges, and in the process
amplify the incident waves more than was possible with just
a convex surface. More detail on the frequency response of
the head/ear is given in the next section.

B. Computational mesh of the ear canal

Before presenting results of the acoustical simulations, a
word is needed on the procedure for constructing the mesh of
the ear canal and joining it to the head mesh. The starting
point is a mesh of the human head with blocked meatus
configuration from the Center for Computational Visualiza-
tion at the University of Texas at Austin. This mesh is con-
structed from a CT scan. Second, a mesh of an actual ear
canal is reconstructed from the detailed experimental mea-
surements given in the paper by Stinton~1989!. This consists
of joining several cross-sectional slices, as shown in Fig. 4.
Next, this mesh is scaled, rotated, and joined to the original
head mesh by cutting a small opening on the ear, attaching
the canal, and redefining the local connectivities. Figure 5
shows images of the ear mesh with the ear canal included.

C. Comparisons of numerical results with
experimental data

In order to isolate the influence of the ear canal and
other parts of the external auditory system, the simulations
are conducted on meshes of the human head with and with-
out ~blocked meatus! the ear canal, so that the two could
later be distinguished and the overall function of the canal
could be isolated.

An initial word is needed on the level of agreement that
can be expected. Of course, the ideal procedure would be to
perform the necessary acoustical measurements in a labora-
tory on a fixed geometry, scan that same geometry, and con-
struct a corresponding boundary element mesh on which the
simulations would be conducted. In this study, however, the
numerical simulations are made using a fixed representation
of the human head. Thus, there is some difference between
this geometry and those drawn from the literature for com-
parison, and this introduces some uncertainty in the compari-
sons. Even if the geometries were the same, exact agreement
between the numerical and the experimentatal data sets could
not be expected, and thus even more so in this case. How-
ever, reasonably good agreement has been obtained with re-
gard to the main features of the response, and this is the
intended goal of this work.

FIG. 3. Exact solution for scattering on a rigid sphere at the point of normal
incidence.

FIG. 4. Cross-sectional slices of the ear canal, before connection.

1036 J. Acoust. Soc. Am., Vol. 115, No. 3, March 2004 Walsh et al.: Boundary elements for external auditory system



Also, a word is needed on terminology. Figure 6 shows
the horizontal plane around the head divided into three sec-
tors: frontal~260° to 60°!, lateral~60° to 135°!, and poste-
rior ~135° to 2150°! @terminology taken from Sandlin
~1995!#. Note that the angles are measured from the midfron-
tal position. Also note that the view in this figure is from the
top of the head, and that only the horizontal plane is consid-
ered.

Finally, the term ‘‘resonance’’ is frequently used with
different intended meanings, and it would be wise to clarify
this point. Since the simulations in this paper are formulated
with respect to theexterior problem, the domain is un-
bounded from the standpoint of the boundary element simu-
lations~i.e., the domain includes both the ear canal as well as
the infinite space surrounding the head!. Standing waves can
only exist in a bounded domain, and thus the term resonance
is a bit unclear in this case. However, the response of the ear
canal is highly frequency dependent, and in this paper the
peak amplitude responses are denoted as resonances, simply
to be consistent with most of the literature on the subject.

1. Directional dependence

The first set of experimental data that is considered is
that of Shaw~1974!. This work presents the response of a
generic head/ear by combining data from 12 separate studies.
These data and the corresponding computational results are
presented in Figs. 7 and 8, with the angle of incidence as the
abscissa, and normalized so that the gain at frontal incidence
is zero. That is, the ordinate is computed as dB
520 log(p/p0), where the denominatorp05pinc1p0

s is the
total pressure generated at the eardrum by a plane wave im-
pinging from the front~0° according to the definitions in Fig.
6!. Also, the numerator isp5pinc1ps, which implies that at
0° the ratio is unity and thus the gain is zero. This is the same
format that was used in the original paper by Shaw~1974!,
and has the advantage that the gain at 0° is zero, which
facilitates interpretation of the results.

The experimental data are available in graphical format.
In order to plot these data simultaneously with the numerical
simulation results, it is necessary to extract this data from the
graphs presented in Shaw~1974!. This is accomplished using
graphical extraction software. The data is sampled at ap-
proximately every 2°, giving a total of 180 points for the
entire range of interest~2180° to 180°!.

FIG. 5. Views of the ear canal connected to the ear mesh.

FIG. 6. Terminology used in describing HRTF data for the human head.

FIG. 7. Comparison of experimental data from Shaw~1974! and numerical
simulations showing the variation of sound-pressure level at the eardrum for
various frequencies, angles of incidence.
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The numerical simulation results presented in Figs. 7
and 8 are generated using the boundary element procedure
described earlier. For each curve, 24 right-hand sides are
used, at increments of 15°, so that the entire 360° is spanned.
These data are normalized in the same way as the experimen-
tal data~described above!.

Reasonably good agreement is seen between the experi-
mental and numerically generated data sets. At 300 and 500
Hz, two minimums and one maximum at negative angles of
incidence are apparent, and one maximum at positive angles.
At 1 and 1.6 KHz, there is a similar response, only that the
peaks are more pronounced. Remarkably, the pronounced
peak and valleys at 500 Hz and 1 KHz for negative angles of
incidence are reproduced almost identically by the numerics.

A point of interest in the comparisons shown in Figs. 7
and 8 is that for 2500, 3200, and 4000 Hz, and at negative
angles of incidence, the numerical results show small oscil-
lations that are not present in the data of Shaw. This is likely
due to the fact that Shaw’s data were obtained by averaging
the results from several studies. Any slight shifting of these
peaks from one subject to another could cause an artificial
cancellation effect. For example, the data of Mehrgardt
~1977! also show oscillations at 2500, 3200, and 4000 Hz,
and at negative angles of incidence, which makes artificial
cancellation in Shaw’s data seem more likely.

Also at these higher frequencies, and at positive angles,
the maximum occurs earlier than at the lower frequencies,
and is followed by a sharp downturn between 90° and 120°.
The numerics reproduce this feature remarkably well.

Views of the pressure field on the blocked meatus con-
figuration at 30° increments and the frequency of 500 Hz are
shown in Fig. 9. In general, the pressure is higher on the
receiving side of the wave than in the shadow zone, as ex-
pected. However, a small pressure peak around the ear at
290° is seen, and this is identified as the ‘‘bright spot,’’
which occurs when the incident wave is directed along the

contralateral direction. This is also evident in the curves in
Fig. 7 at 500 Hz, 1 kHz, and 1.6 kHz at290°, where a local
maximum in pressure occurs, in between two local minima.
The bright spot is contrary to intuition which would predict
the shadow zone to receive the lowest pressure in a scattering
situation. It may be partially explained in the case of a
sphere, however, by considering the constructive interference
between the waves that travel around the sphere and meet on
the other side. The bright spot effectively results in a peak in
pressure on the opposite side. In the case of a sphere, the
bright spot is well-documented by Duda~1998!. In the case
of the human head, the paths around either side are not iden-
tical, but presumably the same phenomenon is responsible
for the peak at290°.

The same numerical experiments that are conducted on
the head mesh with ear canal are also conducted on the mesh
with blocked meatus. In the latter case, the results are nor-
malized as dB520(p/p0), wherep0 is the pressure gener-
ated at the entrance to the~blocked! ear canal, instead of at
the eardrum, again by a plane wave impinging from the
front. This is the same normalization procedure that was used
for Figs. 7 and 8, only that the reference is taken at the
blocked meatus position rather than at the eardrum. Thus,
this allows for arelative comparison of the angular depen-
dence with and without the ear canal. Using this consistent
normalization, Figs. 10 and 11 show a direct comparison of
the computational results with and without the ear canal. The
comparison reveals that the directional dependence is indis-
tinguishable. Thus, as eluded to earlier, the presence of the
canal does not appear to influence the directional dependence
of the pressures, and this is consistent with the experimental
data of Hammershoi~1996!.

When normalized with the same denominator, anabso-
lute comparison of the cases with and without the canal is
obtained. The results are shown in Figs. 12 and 13, where the
ordinate is dB520(p/pinc). That is, in this case the denomi-
nator is the same with and without the ear canal. The com-
parison of the cases with and without the ear canal on an
absolutebasis ~Figs. 12 and 13! reveals that the eardrum
pressures are only slightly higher than those at the blocked
meatus for low frequencies, but near the resonance frequency
of the canal~2.5 kHz!, the gain is higher at the eardrum. This
difference between the eardrum pressure and blocked meatus
pressure near the resonance of the canal is also documented
in the experimental data of Shaw~1968!.

When compared on an absolute basis~Figs. 12 and 13!,
the eardrum pressure at 2.5 kHz is much higher than the
blocked meatus pressure at this same frequency, even though
at lower frequencies the difference between the two configu-
rations is less dramatic. As mentioned in the previous para-
graph, this can be attributed to the fact that the first reso-
nance mode of the canal is around 2.5 kHz, whereas the first
mode of the concha~which would be the mode of interest in
the blocked meatus case! peaks around 5 kHz, as shown in
Shaw ~1968!. At resonance the canal amplifies the sound-
pressure level significantly, whereas at 2.5 kHz the concha
has not achieved full resonance. This accounts for the differ-
ence seen at 2.5 kHz in Fig. 13.

The fact that the ear canal does not influence the direc-

FIG. 8. Comparison of experimental data from Shaw~1974! and numerical
simulations showing the variation of sound-pressure level at the eardrum for
various frequencies, angles of incidence.
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tionality of the acoustic signal that reaches the eardrum~as
demonstrated in Figs. 10 and 11! appears to imply that sim-
plified models of the ear canal could be used if directional
information is of interest. The simplest such model would be
a cylindrical tube, and thus would imply neglecting the dis-
tinctive kinks that real ear canals have along their length. At
high enough frequency this simplification would certainly
break down, though it would be interesting to see how high
into the frequency range such a model could be used.

2. Frequency dependence and resonance modes

Figure 14 shows the computed pressure at the entrance
to the ear canal for the blocked meatus configuration, along
with the exact solution for the sphere, which was given in
Fig. 3. In this case, the abscissa is the wave number multi-
plied by the radius of the scatterer. For low wave numbers,
the responses are similar, but significantly higher gain is ob-
served for the head at higher wave numbers, and this behav-
ior deserves an explanation.

In Fig. 15, the pressure field is examined in the vicinity
of the ear for the case of normal incidence, again for the

FIG. 9. Magnitude of surface pressure resulting from plane waves at various inclinations at 500 Hz. The legend in the first figure is the same for the remaining
figures, showing red as maximum pressure and blue as minimum.

FIG. 10. Numerical computation of the pressure at the eardrum vs that at the
blocked meatus position. Ordinate is dB520 log(p/p0), wherep0 is the ear-
drum ~with ear canal! or blocked meatus~without ear canal! pressure in-
duced by frontal incidence.
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blocked meatus configuration. Note that for this configura-
tion the ear canal is not present. For low frequencies the
wave is not sensitive to the presence of the ear, and a very
uniform pressure field is observed in its vicinity of the ear.
The second frequency~5.0 kHz! shows a marked change. In
this case the pressure is greatest at the base of the cavity
~concha!, and decreases near the entrance of the cavity. As
suggested from the experimental measurements of Sandlin
~1995! and Crocker~1995!, this pressure pattern fits the de-
scription of the first resonant frequency of the concha, which
is a quarter-wave ‘‘depth’’ resonance, with maximum value
at the bottom. Thus, both experimentation and numerics
show that the broad resonance seen in the blocked meatus
case around 5 kHz is directly attributable to the first mode of

the concha, and this explains the fact that a much higher gain
is obtained with the head/ear than in the case of a sphere.

Figure 16 shows the numerical computations of the gain
versus frequency for the case with ear canal. In this case, the
location of the resonance frequency~2.5 kHz! is much lower
than in the blocked meatus configuration, and this is consis-
tent with experimental measurements of the first resonance
of the ear canal@Shaw~1974!#. However, the overall gain is
much higher in the numerical computations than in typical
experimental data@see, e.g., Shaw~1974!#, and the resonance
mode is much more narrow. This is actually expected since
in this simulation the entire head, along with the ear canal
and eardrum, is considered to be rigid, i.e., of infinite imped-
ance. This assumption is most erroneous at the flexible ear-
drum, where the pressures are actually measured. The nu-

FIG. 11. Numerical computation of the pressure at the eardrum vs that at the
blocked meatus position. Ordinate is dB520 log(p/p0), wherep0 is the ear-
drum ~with ear canal! or blocked meatus~without ear canal! pressure in-
duced by frontal incidence.

FIG. 12. Numerical computation of the pressure at the eardrum vs that at the
blocked meatus position. In both cases the ordinate is dB520 log(p/pinc),
wherepinc is the incident pressure.

FIG. 13. Numerical computation of the pressure at the eardrum vs that at the
blocked meatus position. In both cases the ordinate is dB520 log(p/pinc),
wherepinc is the incident pressure.

FIG. 14. A comparison of the sound-pressure level for a sphere and the
human head at the blocked meatus position for normal incidence. Of sig-
nificance is the dramatically higher gain experienced by the head, as a result
of concha resonance.
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merical roundoff error is also likely to increase as one
approaches the approximate resonance condition of the ear
canal, which will further decrease the accuracy of the com-
putations. A finite impedance condition would help alleviate
the roundoff problem, and help to model the actual physics
more accurately. This would decrease the amplitude of the
curve in Fig. 16, and thus would bring the results into better
agreement with the experiments. Indeed, the data of Shaw
~1968! show an almost 10-dB reduction in maximum gain
when going from the rigid eardrum to the case of a typical
eardrum impedance, and a significant broadening of the re-
gion of resonance.

Figures 17 and 18 show images of the magnitude of the

total pressure on the head mesh with ear canal, correspond-
ing to a sequence of increasing frequencies. For each fre-
quency two images are shown, the one on the left showing
the pressure distribution on the impact zone on the head, and
the one on the right showing the pressure distribution within
the ear canal. The legends are the same in the two cases.
Note that the images of the ear canal are taken from inside
the head so that the canal is clearly visible, but that from this
viewpoint the pinnas appear inverted.

As frequency increases, the areas of highest pressure
become more and more localized within the ear canal, in a
consistent manner as was seen in Fig. 15. However, a dra-
matic change is seen at a much lower frequency~2.9 kHz!
than in the blocked meatus case, since this is the first reso-
nant mode for the canal. In the 2.9-kHz case the pressure
around the head is small compared with that at the eardrum,
and Fig. 18 shows a distinctive quarter-wave resonant mode
within the ear canal, as expected. The legends also show
significant increases of the maximum pressure as the fre-
quency approaches 2900 Hz.

IV. CONCLUSIONS

This paper presents computations of the head-related
transfer function~HRTF! and typical resonance behaviors of
a typical human subject with and without the ear canal. The
computations are compared with various sets of experimental
data and showed reasonable agreement. The resonance fre-
quencies are deduced from the numerical computations, and
the graphical display of the pressure distributions in these

FIG. 15. The variation of pressure near the blocked meatus position for
increasing frequency, at normal incidence. The final figure shows the first
~quarter-wave! resonance mode of the concha.

FIG. 16. Numerical computations showing the variation of sound-pressure
level at the eardrum for various frequencies, angles of incidence.

FIG. 17. Magnitude of surface pressure on the human head and within ear
canal resulting from plane waves at normal incidence on head mesh with ear
canal.

1041J. Acoust. Soc. Am., Vol. 115, No. 3, March 2004 Walsh et al.: Boundary elements for external auditory system



cases shows the same quarter-wave patterns that are reported
in the literature. While the absolute pressure at the eardrum
is generally greater than that at the blocked meatus position,
therelativeresponse with respect to the angle of incidence in
both cases is shown to be the same. This is consistent with
experimental data and confirms that, up to a certain fre-
quency, the ear canal does not influence spatial cues.

There are several possibilities for the use of numerical
simulations for the design of individualized hearing aids. A
few such possibilities are described here.

~i! As shown in this paper, an approximate resonance
frequency of the ear canal can be computed simply by
sweeping through discrete frequencies and computing
the maximum eardrum amplification. Such a technol-
ogy could be used to match the resonance frequencies
of a hearing aid to those of the ear canal of the par-
ticular individual. We note that such a calculation
should probably be done on the closed canal cavity
only.

~ii ! Currently, canal bores have several possible designs,
including single diameter, multiple diameter, tapered,
etc. In most cases, a trial and error process is used to
select the best design for a given individual. An addi-
tional variable is the depth of insertion of the bore
into the canal. The resonant frequency of the canal is
affected by the position of the bore, and the internal
canal acoustics will be affected by the shape of inser-
tion device. Numerical simulations could be used to
study the acoustical affects of different bore geom-
etries, and optimal insertion depths~for a given geom-

etry!. This would result in better overall designs for
hearing aids, as well as greater comfort for the lis-
tener.

~iii ! Undesirable feedback is common in behind the ear
~BTE! hearing aids, especially when the hearing mold
bore does not completely seal the ear canal. Numeri-
cal simulations could be used to simulate the feedback
phenomena, which could help to understand and to
control the phenomena.

It is believed that these results demonstrate that numeri-
cal computations can capture the essential physics involved
in the external auditory system. Consequently, the use of
such simulations in helping to advance technologies for the
hearing impaired seems to be an exciting next step.
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Frequency dependence of dynamic hysteresis in the interaction
of acoustic wave with interface
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The motion of an interface in acoustic field is modeled as a nonlinear relaxator driven by sound
wave. The nonlinearity is due to nonlinear dependence of an interaction force between the surfaces
composing the interface on their separation distance. The theory describes hysteresis in the response
of the interface to continuously varying acoustic loading: with increasing acoustic field a strongly
unharmonic variation of a characteristic interface width starts under some circumstances at higher
amplitudes of external action than those at which it later stops with decreasing acoustic field. This
dynamic hysteresis phenomenon is found to be dispersive in a sense that it depends on the relative
values of the acoustic frequency and characteristic relaxation frequencies of the interface. These
theoretical predictions might be also relevant to some recent experimental observations of hysteresis
phenomena in the interaction of powerful ultrasonic fields with cracks. ©2004 Acoustical Society
of America. @DOI: 10.1121/1.1646398#

PACS numbers: 43.25.Dc, 43.25.Ts@MFH# Pages: 1044–1048

I. INTRODUCTION

Recently experimental observations of hysteresis in the
interaction of the acoustic field with an individual crack have
been reported.1,2 The transition from quasiharmonic motion
of the crack to nonlinear motion~presumably with clapping!
takes place with increasing acoustic wave amplitude at
higher field amplitudes than the inverse transition, which
takes place with decreasing acoustic wave amplitude. Both
transitions are identified by an abrupt variation in the level of
the higher harmonics emitted by the crack1,2 and in the level
of the fundamental frequency wave transmitted through the
crack.2 One possible mechanism for the observed hysteresis
might be the influence on the crack of the thermoelastic
stresses caused by crack heating in the acoustic field.1

Clearly the thermoelastic stresses could modify the threshold
acoustic loading necessary to initiate clapping of the crack
lips ~or clapping of some intermediate contacts between the
crack lips2!. Another possible mechanism, which is not re-
lated to such a relatively slow~at the scale of acoustic pe-
riod! process as heating, has been proposed in Refs. 2 and 3.
It has been demonstrated that the observed hysteresis phe-
nomena might be due to intrinsic nonlinearity of the interac-
tion force between the crack lips~or between the intermedi-
ate contacts!. In particular, in Ref. 3~devoted to sound
interaction with the interfaces! it has been demonstrated that
dynamic hysteresis might exist if either the interaction force
admits two different possible equilibrium separation dis-
tances between the surfaces composing the interface
~bistable interface! or the interaction force is hysteretic itself
~hysteretic interface!. The latter might be possible if the ad-
hesion hysteresis4 is important.

However the analysis in Refs. 2 and 3 has been re-
stricted to low or high frequency regimes where acoustic
frequencyv is, respectively, significantly lower or signifi-

cantly higher than all the characteristic relaxation frequen-
cies of the system. In particular the theory3 predicts the ex-
istence of the dynamic hysteresis in the high frequency~HF!
regime and its absence in the low frequency~LF! regime.
This indicates that the phenomenon is dispersive. In the
present publication the dependence of the dynamic hysteresis
on acoustic frequency is studied. It is demonstrated that the
considered hysteresis phenomenon might exist at intermedi-
ate acoustic frequencies as well.

II. NONLINEAR BISTABLE RELAXATOR AS A MODEL
FOR INTERFACE MOTION IN ACOUSTIC FIELD

In Ref. 3 it has been demonstrated that in many realistic
situations the motion of interface caused by normally inci-
dent plane longitudinal acoustic wave is described by the
equation of the forced relaxator. For example, in the case,
where contributions of all the acoustic waves reflected from
the sample boundaries are negligible@Fig. 1~a!#, the variation
of the interface widthy is controlled by the following
equation:3

]y

]t
2

2

rc
Feff~y!522

]ui~ t !

]t
. ~1!

Here ui(t) is the mechanical displacement in the incident
acoustic wave,Feff(y) is the effective interaction force~per
unit area! between the surfaces composing the interface,r is
the material density, andc is the sound velocity. Mathemati-
cally the interface width can be associated with the differ-
ence in the mechanical displacementsu of the surfaces com-
posing the interface@y5u(x5010)2u(x5020)#. Here
x5060 are the coordinates of the surfaces@Fig. 1~b!#. It is
straightforward to verify Eq.~1! when there is a single wave
incident on the interface@denoted byui in Fig. 1~a!# and
there are only two additional waves~reflectedur and trans-a!Electronic mail: vitali.goussev@univ-lemans.fr
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mitted ut) to be included in the total acoustic field@see Fig.
1~a!#. In the case of the nonlinear dependence ofFeff on y the
relaxator described by Eq.~1! is nonlinear. It is worth men-
tioning here that the equation of a forced nonlinear relaxator
appears also in the theory of a pulse response of a nonlinear
layer, when the layer is acoustically thin.5

The effective forceFeff(y) in Eq. ~1! describes all pos-
sible interactions4 including loading of the interface by ex-
ternal static stresses~see, for example, the experimental con-
figurations in Refs. 6 and 7!. In Ref. 3 it is demonstrated that
the effective force can admit the existence of two positions
of equilibrium for the interface. In Fig. 1~c! a piecewise lin-
ear modeling of this type ofFeff(y) is presented. The equi-
librium width yo is attributed to an ‘‘open’’ state of the in-
terface and the equilibrium widthyc is attributed to a
‘‘closed’’ state of the interface. From a physics point of view
the region ofFeff(y) neary'yo corresponds to the interac-
tion between the surfaces through the elasticity of the con-
tacts between the interfaces. The contribution to negative
Feff(y) in the regionyc<y<yimp is predominantly provided
by intermolecular attractive forces and other forces partici-
pating in adhesion, which might become important at short
separation distances between the surfaces composing the in-
terface. Finally, a positiveFeff(y) in the region 0<y<yc

models the repulsion, which should be sufficient to avoid
mutual penetration of the surfaces~to avoidy,0). For more
detailed discussion see Refs. 3, 4, and references therein.

For the quantitative mathematical analysis of the re-
sponse of a bistable relaxator to the action of an acoustic
field we introduce the following parametrization of the effec-
tive force in Eq.~1! @Fig. 1~c!#,

Feff5H 2ko~y2yo!, yimp,y,

2kc~y2yc!, y,yimp .
~2!

Hereko,c denote the interface~crack! rigidity per unit area in
the open~‘‘ o’’ index! and closed~‘‘ c’’ index! states, respec-
tively. We will call the impact width (yimp) the separation

distance between the surfaces, where the force abruptly
changes from repulsive to attractive~see Fig. 1!. We will
assume that the productkcyc is sufficiently large to avoid
mutual penetration of the interacting surfacesx5010 and
x5020. With the use of Eq.~2! we rewrite Eq.~1! for the
sinusoidal incident acoustic wave with the amplitudeuac and
frequencyv @ui5uac sin(vt)# in the form valid in both re-
gions ~i.e., for y.yimp andy,yimp),

]

]t
~y2yo,c!1vo,c~y2yo,c!522uacv cos~vt !. ~3!

Here vo,c52ko,c /(rc) are the characteristic relaxation fre-
quencies of the interface~crack! in two states of equilibrium.
It is convenient to introduce for the analysis of Eq.~3! the
nondimensional time variableu5vt and the nondimensional
relaxation parametersRo,c5vo,c /v,

]

]u
~y2yo,c!1Ro,c~y2yo,c!522uac cosu. ~4!

In Ref. 3 the solutions of Eq.~4! in the LF regime
(Ro,c@1, Ro,c→`) and in the HF regime (Ro,c!1, Ro,c

→0) have been obtained and analyzed. Here we investigate
the regime of the intermediate acoustic frequencies.

III. INTERFACE WIDTH VARIATION UNDER
SINUSOIDAL ACOUSTIC ACTION OF ARBITRARY
FREQUENCY

For an arbitrary magnitude of the acoustic frequencyv
relative to the relaxation frequenciesvo,c the following gen-
eral solutions of Eq.~4! should be used to describe a periodic
motion of the interface:

y5yo,c1co,ce
2Ro,cu2

2uacRo,c

11Ro,c
2 S cosu1

sinu

Ro,c
D

5yo,c1co,ce
2Ro,cu2

2uac

A11Ro,c
2

cos~u2fo,c!, ~5!

where fo,c5arctan(1/Ro,c). If the clapping is absent~i.e.,
yÞyimp during complete acoustic period! then from the pe-
riodicity condition it follows that the integration constants
co,c in Eq. ~5! are equal to zero,

y5yo,c2
2uac

A11Ro,c
2

cos~u2fo,c!. ~6!

The critical acoustic amplitudeuo,c to start the clapping by
the action on the initially open~closed! interface can be
found by using Eq.~6! and the impact conditiony5yimp ,

FIG. 1. ~a! Schematic presentation of the incident (ui), reflected (ur), and
transmitted (ut) acoustic waves interacting with plane interface located in
x50. ~b! Graphic illustration of the interface widthy definition. ~c! Piece-
wise linear model for the effective forceFeff(y) admitting two equilibrium
values (yo andyc) for the interface width. Abrupt variation of the effective
force takes place when the interface widthy is equal to the impact width
yimp .
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uo,c56~A11Ro,c
2 /2!~yo,c2yimp!. ~7!

These critical amplitudes are@in accordance with Eq.~7!#
frequency dependent.

In the clapping regime the exponential terms in Eq.~5!
should be taken into account. The impacts persistently intro-
duce a component of eigenrelaxations of the system~the so-
lution of the homogeneous differential equations! into mo-
tion, which together with the component due to forced
relaxation~the particular solution of the equation of motion!
cause ambiguity of the response of a mechanical system with
impacts to periodic excitation.8 If the transition from the
open region to closed region takes place at timeu5u1 and
the system returns back to the open region atu5u25u1

1Du, then the next transition from open to closed region
will take place atu5u112p. The conditions for the impacts
over a single acoustic period can be written as

yimp5yc1cce
2Rcu12~yimp2yc!

uac

uc
cos~u12fc!,

yimp5yc1cce
2Rc~u11Du!

2~yimp2yc!
uac

uc
cos~u11Du2fc!,

~8!yimp5yo1coe2Ro~u11Du!

2~yo2yimp!
uac

uo
cos~u11Du2fo!,

yimp5yo1coe2Ro~u112p!2~yo2yimp!
uac

uo
cos~u12fo!.

These are four equations for the unknownscc , co , u1 , and
Du. First the integration constantsco,c are excluded and the
system of the remaining two equations is written in the ma-
trix form

S @12cos~Du!eRcDu# sin~Du!eRcDu

@cos~Df!2cos~Du1Df!eRo~Du22p!# @sin~Du1Df!eRo~Du22p!2sin~Df!#
D S cosu18

sinu18
D 5S uc

uac
@eRcDu21#

uo

uac
@12eRo~Du22p!#

D ,

~9!

whereDf5fc2fo andu185u12fc . Second the system~9! for the unknowns cosu18 and sinu18 is solved. Then the substi-
tution of this solution into the trigonometric identity (cosu18)

21(sinu18)
251 leads to the final relation between the timeDu spent

by the relaxator in the closed region (y,yimp) and the acoustic amplitudeuac

uac
2 5N/D,

N5uc
2~eRcDu21!2@e2Ro~Du22p!22 cos~Du!eRo~Du22p!11#1uo

2~12eRo~Du22p!!2@e2RcDu22 cos~Du!eRcDu11#

12ucuo~eRcDu21!~12eRo~Du22p!!@cos~Df1Du!eRo~Du22p!1cos~Df2Du!eRcDu

2cos~Df!~eRcDu1Ro~Du22p!11!#. ~10!

D5@sin~Df1Du!eRo~Du22p!1sin~Df2Du!eRcDu2sin~Df!~eRcDu1Ro~Du22p!11!#2.

The average interface width could be evaluated directly
using its definition^y&5(1/2p)*u1

u112py du and the solu-

tion ~5!. The result would have the form^y&
5^y&(co ,cc ,u1 ,Du,uac). The constantsco,c could be elimi-
nated with the help of the relations in Eq.~8! and thenu1

could be eliminated using the solution of the system~9!. This
would result in the dependence of^y& on Du and uac only,
^y&5^y&(Du,uac). With the help of Eq.~10! we could fi-
nally get the dependence of the interface width on the am-
plitude of the acoustic oscillations in the parametric form

^y&5^y&~Du,uac~Du!!, uac5uac~Du!. ~11!

Here the parameter isDu. However we will not present here
either the results of Eq.~11! evaluation, or even the exact
form of Eq. ~11!. It is clear that the hysteresis phenomena in
the dependence of^y& on uac are reflected in the dependence

of Du on uac. Because of this we evaluate here the solution
~10! for the time Du spent by the relaxator in the closed
region.

From a nonlinear vibrations theory point of view Eq.~8!
provides a possible presentation of the Poincare´ map~return
map! of the system. The point of discontinuity in stiffness is
a natural place to slice the space (y,t).9 Starting from Eq.~8!
we are studying not the complete motion but only the time
instants when the system crosses the Poincare´ session. In fact
Eq. ~8! are also the recursion relations providing opportunity
to predict the next impact if the information on the previous
impact is available. One can evaluate the periodicity~stabil-
ity in time! of the impacts rather than to follow the complete
motion. The idea of studying dynamical systems using recur-
sion relations, or maps, has its foundations in the works of
Poincare´.10 It is important that the stability of periodic points
of return map is the same as the stability of the correspond-
ing orbits of the system, and bifurcations of these orbits may
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be studied by considering the periodic points of the return
map.9

In Refs. 2 and 3 the hysteresis phenomenon of interest
here have been predicted in the HF limiting caseRo,c→0,
where the acoustic frequencyv is significantly higher than
both relaxation frequenciesvo,c . In this regimeRo,c!1 in
Eq. ~4! and in the leading approximation the variation in the
crack width follows the displacement in the acoustic field:
y>c822ui(u). Clearly for the periodic acoustic action the
integration constantc8 in the above solution has a meaning
of the average interface width

y>^y&22ui~u!. ~12!

It is the average interface widtĥy& that contains in the HF
regime the information on the interaction between the sur-
facesx5020 andx5010 composing the interface. In this
regime the periodic acoustic action on the interface manifests
itself in the variation of the average interface width. In other
words, the nonlinearity of the interface acts as a diode~or a
rectifier!. The similar high-frequency regime in the atomic
force microscopy~AFM! ~when the interaction between the
tip and the surface is modulated by an ultrasonic wave inci-
dent on the surface or by HF vibrations of the canteliever! is
known as the ultrasonic force mode~UFM!.11–13 It is worth
mentioning that the effect of rectification~demodulation!
was experimentally observed not only in the UFM of
AFM11–13 but in the interaction of the acoustic waves with
the unbonded interfaces as well.14,15

In the high frequency regime (Ro,c→0) the average in-
terface width^y& can be found from the condition that the
average effective force should be equal to zero,

^Feff~y!&5^Feff~^y&22ui~u!!&50, ~13!

that follows from the averaging of Eq.~1! over an acoustic
period. Consequently the dependence of the average inter-
face width^y& on the amplitude of the acoustic wave can be
evaluated in the HF regime by substituting the solution~12!
in the condition~13! for a particular model of the effective
force. This is precisely the mathematical method that has
been used in Ref. 3 to predict the hysteresis in the variation
of ^y& in response to acoustic loading of first increasing and
then decreasing amplitude when the interface is initially in
the open state. However it has not been verified in Ref. 3 if
the predicted phenomenon exists at high (v@vo,c) but not
infinitely high ~vÞ`! acoustic frequencies.

Here numerical evaluation of the analytical solution in
Eq. ~10! is used to answer this question. In Fig. 2 the depen-
dence of the timeDu spent by the interface in the closed
region on the normalized acoustic amplitudeuac/uo is pre-
sented in a particular case~where k5kc /ko5100 andF
5Fc /Fo510). The increasing index of the curve@from ~1!–
~5!# corresponds to decrease in acoustic frequency@Ro

51023 ~1!, 1022 ~2!, 531022 ~3!, 1021 ~4!, 1 ~5!#. Note
that due to the normalization the first impact of the interface
with increasing acoustic amplitude takes place always in the
same point@ ln(uac/uo)50, Du50] of Fig. 2. In Fig. 3 the
part 25/2< ln(uac/uo)<9/2, 0<Du<2p/5 of the curve~2!
for Ro51022 is zoomed. The hysteresis phenomenon mani-
fests itself as follows. When the acoustic amplitudeuac

reaches the critical valueuo the impact leads to abrupt in-
crease of the time spent by the interface in the closed region
~the trajectoryA→B in Fig. 3!. The subsequent increase of
uac leads to continuous increase inDu ~the trajectoryB
→C). When later the acoustic amplitude starts to diminish
the clapping motion does not stop at critical amplitudeuac

5uo but persists at lower amplitudes. Along the trajectory
C→B→D ~Fig. 3! the timeDu is continuously diminishing
with diminishing acoustic field. The clapping stops by the
transitionD→E at lower acoustic amplitude than one nec-
essary to initiate clapping. As has been pointed out above
this hysteresis in the dependence ofDu on uac corresponds to
hysteresis in the dependence of the interface width^y& on the
acoustic wave amplitude. The results presented in Fig. 2
demonstrate that theoretically predicted dynamic hysteresis
do exist in the regime of high but finite acoustic frequencies
@the curve~1! in Fig. 2 corresponds toRo51023, Rc5kRo

51021 both significantly less than 1 but finite#. Moreover
from Fig. 2 it follows that hysteresis exists when the acoustic
frequencyv is higher than the relaxation frequencyvo of the
interface in the open state but lower than the relaxation fre-
quencyvc of the interface in the closed state@the curve~3!
in Fig. 2 corresponds toRo5531022,1 but Rc5kRo55
.1]. The hysteresis in Fig. 2 disappears whenRo>1021,

FIG. 2. The dependence of the timeDu spent by the interface in the closed
region (y<yimp) on the logarithm of the normalized acoustic amplitude
uac/uo for k5kc /ko5100,F5Fc /Fo510 and different values of the relax-
ation parameterRo51023 ~1!, 1022 ~2!, 531022 ~3!, 1021 ~4!, 1 ~5!.

FIG. 3. The part25/2< ln(uac/uo)<9/2, 0<Du<2p/5 of Fig. 2 zoomed for
Ro51022 @curve ~2!#. The arrowheads indicate the trajectoryA→B→C
→B→D→E of the nonlinear bistable relaxator in response to first increas-
ing and then decreasing in amplitude sinusoidal acoustic loading.
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Rc5kRo>10@1. ForRo>1021 the first impact is accompa-
nied by the jump of the interface from harmonic motion
around open equilibrium position to harmonic motion around
closed equilibrium position. This transition is similar to one
predicted for LF~quasistatic! regime in Ref. 3. The transition
to clapping from the harmonic motion around the closed
state starts with increasinguac at higher acoustic amplitudes
~whenuc.uo).

In Fig. 4 the curves~1!–~5! correspond to the same val-
ues of the relaxation parameter@Ro51023 ~1!, 1022 ~2!, 5
31022 ~3!, 1021 ~4!, 1 ~5!# and the same relative stiffness
(k5100) as in Fig. 2, but for higher attractive force (F
5100). Comparison between Fig. 4 and Fig. 2 demonstrates
that for higher relative attractive forces, when the acoustic
frequency is diminishing the hysteresis disappears and the
interface switches from the harmonic motion aroundyo to
harmonic motion aroundyc earlier ~i.e., at higher frequen-
cies!. This prediction is in accordance with physical intu-
ition.

IV. CONCLUSIONS

The analytical solution for the interface width variation
induced by sinusoidal acoustic field~in the case where the
interface is characterized by two possible positions of static
equilibrium! is obtained. The numerical analysis of the par-
ticular situations demonstrates that the predicted earlier2,3 ef-
fect of dynamic hysteresis persists at intermediate acoustic

frequencies. The transition from sinusoidal interface motion
to clapping regime takes place at higher acoustic amplitudes
than the inverse transition at acoustic frequenciesv that are
higher than the relaxation frequencyvo of the open interface
and lower than the relaxation frequencyvc of the closed
interface. Because the regimesv@vc@vo andvc@vo@v
have been analyzed earlier,3 the prediction obtained here for
the intermediate regimevc@v@vo completes a qualitative
picture of the behavior of the forced bistable relaxator as a
function of driving frequency.
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Dynamics and noise emission of laser induced cavitation
bubbles in a vortical flow field
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The sound produced by the collapse of discrete cavitation bubbles was examined. Laser-generated
cavitation bubbles were produced in both a quiescent and a vortical flow. The sound produced by the
collapse of the cavitation bubbles was recorded, and its spectral content was determined. It was
found that the risetime of the sound pulse produced by the collapse of single, spherical cavitation
bubbles in quiescent fluid exceeded that of the slew rate of the hydrophone, which is consistent with
previously published results. It was found that, as collapsing bubbles were deformed by the vortical
flow, the acoustic impulse of the bubbles was reduced. Collapsing nonspherical bubbles often
created a sound pulse with a risetime that exceeded that of the hydrophone slew rate, although the
acoustic impulse created by the bubbles was influenced largely by the degree to which the bubbles
became nonspherical before collapse. The noise produced by the slow growth of cavitation bubbles
in the vortex core was not detectable. These results have implications for the interpretation of
hydrodynamic cavitation noise produced by vortex cavitation. ©2004 Acoustical Society of
America. @DOI: 10.1121/1.1646402#

PACS numbers: 43.25.Yw, 43.30.Nb, 43.25.Vt@AJS# Pages: 1049–1058

I. INTRODUCTION

The sound associated with the growth and collapse of
single cavitation bubbles has been a topic of interest for
some time.1–4 Discrete cavitation events are often the source
of significant cavitation noise in underwater flows and within
turbomachinery. Over time, researchers have undertaken to
understand how cavitation bubbles create noise and how that
noise can be scaled with changes in cavitation and Reynolds
number.

A widely used scaling method for hydrodynamic cavita-
tion noise was proposed by Fitzpatrick and Strasberg5 in
1957. They used spherical bubble dynamics to analyze the
volume growth and collapse of a single cavitation bubble in
an infinite fluid. Fourier analysis of the volume acceleration
was then used to determine the spectral content of the noise
emitted by the bubble. A time scale of the problem is the
Rayleigh collapse time,tC ,

tC50.915RMAr/DP, ~1!

whereRM is the maximum radius of the bubble@sometimes
taken as the cubic root of the maximum bubble volume#,
uDPu is the pressure difference between the external fluid
and the bubble contents, andr is the liquid density. With
monopole sound generation, the acoustic pressure generated
by the bubble will scale with the volume acceleration, an
estimate of which can also be derived from Rayleigh’s analy-
sis. The sound pressure produced by the growth and collapse
of the bubble is then given by

S~r ,v!5
r2

8pr 2 uV̈~v!u2, ~2!

where r is the distance between the bubble and the sound
pressure measurement.6

The Fitzpatrick and Strasberg model predicts that the
sound spectrum generated by single bubble collapse should
scale as (vtC)4 for vtC,1. The peak of the spectrum is near
vtC51, and higher frequencies will roll off as (vtC)22.
Mellen’s7 measurements of bubble cavitation noise spectra
resulting from a bubble cloud formed at the end of a rotating
rod exhibit these spectral features and has been used to sup-
port the validity of this analysis. Corrections to this analysis
have included the effect of liquid compressibility and the
introduction of noncondensable gas within the cavity.8,9

These processes tend to limit the predicted energy emitted at
frequencies greater than 10•(vtC).

If the external bubble pressure greatly exceeds the pres-
sure of the noncondensable bubble contents at the time of the
bubble maximum volume, the bubble wall velocity can ap-
proach the local liquid sound speed, leading to the formation
of a pressure shock wave during the rapid volume accelera-
tions near the point of minimum bubble volume. Baiter10 has
shown that such a shock wave can exhibit a pressure pulse of
the form

Pa~r ,t !5PSe2t/u. ~3!

The peak pressure isPS(r )5 f 1(r ,RM ,Rm ,PG ,rc2), and
the pulse width isu(r )5 f 2(r ,RM ,Rm ,PG ,rc2). RM , and
Rm and maximum and minimum bubble radii,PG , is the
noncondensable gas pressure of the bubble at its maximum
volume, andc is the liquid sound speed. The spectrum asso-
ciated with the sound pulse is:

S~r ,v!5
~PSu!2

11~vu!2 ~4!

which is flat until the cutoff frequency 1/~vu!. The cutoff
frequency is strongly affected by the amount of noncondens-
able gas present in the collapsing cavity. The noncondens-
able gas may have existed within the original gas nucleus,
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and diffusion to or from the liquid may either increase or
reduce the total mass of noncondensable gas, depending on
the pressure/volume history of the bubble and saturation
level of the surrounding liquid prior to bubble collapse.

Measurement of noise spectra from discrete hydrody-
namic cavitation has been reported. Typically, the noise pro-
duced by traveling bubble cavitation has been examined.11–15

The pressure pulse created by a collapsing cavitation bubble
can be characterized by the acoustic impulse,I,

I 5E
u
Pa dt, ~5!

whereu is the pulse width. However, shearing and fission of
the bubble can significantly reduce the total emitted sound.16

The presence of nearby bubbles can also lead to significantly
reduced acoustic emission.17

Measurements of the spectral content of discrete hydro-
dynamic cavitation events have not been consistent. Rever-
berations in confined flow facilities and the limitations of the
fidelity and bandwidth of the measurement equipment can
contaminate the measured spectrum. Much of the spectral
data presented consists of the average spectra produced by
many cavitation events. Beside the data reported by Mellen,
there is little evidence that the spectral content of single cavi-
tation bubble noise will scale as predicted by incompressible
bubble dynamics. Spectra measured from traveling bubble
and vortex cavitation are not consistent.12–15 Some spectra
are reported to exhibit the features predicted by Fitzpatrick
and Strasberg~i.e., low Mach number bubble collapse!,
while others are reported to be broadband. Moreover, the
relative noise contribution due to the growth and collapse
phases of hydrodynamic bubble cavitation are often consid-
ered comparable, although most researchers report experi-
mental noise measurements principally from the bubble col-
lapse. Further complications arise from the generally
complex and nonspherical shape of hydrodynamic cavitation
bubbles.

Capture of the true acoustic transients created by col-
lapsing cavitation bubbles usually requires the construction
of a high frequency response transducer, typically made from
a thin film of polyvinylide fluoride~PVDF!. The pressures
measured with these devices have been compared to the op-
tically measured volume change of the bubble, and it has
been shown that, by far, the strongest noise is emitted when
the bubble reaches a minima of volume.18,19 Sound is pro-
duced as a shock wave that radiates away from the bubble,
and the risetime of the shock wave is on the order of 5
nanoseconds, the maximum peak pressures on the order of
hundreds of atmospheres near the bubble, and the pulse
width is on the order of 10 to 100 ns. The collapse of non-
spherical bubbles can produce less noise. Bubbles collapsing
near a solid boundary can be deformed, and the lack of
spherical focusing can significantly reduce the emitted
noise.18 The sharp risetime high pressures observed in these
studies indicate that the spectrum of the emitted sound is
dominated by the collapse processes and is, largely, broad-
band.

In the present work, we will measure the noise pulse and
spectra associated with single cavitation bubble events using

techniques that are often employed in the study of hydrody-
namic cavitation. Bubbles will be produced in the vicinity of
a low-pressure vortex core. We will show that the noise emit-
ted by the focused collapse of distorted bubbles is broadband
and does not exhibit significant spectral content, even for
highly distorted bubbles. The noise produced by highly dis-
torted cavitation bubbles is still scaled by the dynamics of
spherically collapsing bubbles. Last, we will show that the
magnitude of the noise produced during bubble growth is
significantly smaller than the noise produced upon collapse.

II. EXPERIMENT

Single cavitation bubbles were created in both a quies-
cent liquid and in a vortical flow. Figure 1~a! shows the
schematic diagram of the quiescent cavitation bubble experi-
ment. A small cubical Lucite water tank~205 mm side! was
created with an optical glass window~100 mm diameter! for
the introduction of laser light. The infrared light pulse~1064
nm wavelength,;10 ns pulse duration, 280 mJ/pulse, maxi-
mum! was produced by aQ-switched Nd:YAG laser~Spectra
Physics PRO 250!. Through a set of spherical lenses, the
beam was expanded to a diameter of 100 mm and then fo-
cused to a waist within the tank. The cone angle was 19.4° in
air. The space over the liquid in the tank could be evacuated,
and the gas pressure was recorded with an Omega PX203
pressure transducer. Distilled water was placed within the
tank. In order to increase the repeatability of bubble produc-
tion, a small amount of drinking tap water was added to the
tank. The tap water contained enough micron sized contami-
nants that led to the regular absorption of the laser light in
the location of the beam waist and the production of a single
cavitation bubble, although intermittent production of mul-
tiple bubbles was also observed. Variation in the static pres-
sure above the tank and the energy of the light pulse resulted
in variation of the maximum bubble volume and collapse
time of the cavitation bubble.

Images of the bubble were observed with a Cooke Cor-
poration ‘‘FlashCam’’ digital camera. This camera has an
effective resolution of 7523240 pixels, and it is capable of
recording up to 10 consecutive exposures on the same image
frame, with varying integration times and delays between
each exposure. A pulse delay generator~Stanford Research
Systems model DG535! was used to trigger the camera at
varying delays from the laserQ-switch pulse. These images
were then recorded digitally. The acoustic center of a Bru¨el
and Kjær type 8103 hydrophone was placed 30 mm from the
location of the beam waist, and the resulting sound emission
was conditioned with a Bru¨el and Kjær type 2635 charge
amplifier and digitally acquired using a TekTronix TDS430A
2-Channel storage oscilloscope. The sampling rate was 2.5
million samples/second.

Figure 1~b! shows the setup for the creation of single
cavitation bubbles in a vortical flow. The water tunnel has a
circular contraction downstream of a series of flow manage-
ment screens with area contraction ratio 6.4:1. The test sec-
tion has a 22.9 cm~9 in.! diameter round inlet that is then
faired into a rectangular test section with widely rounded
corners. Four acrylic windows (93.9 cm310.0 cm viewing
area! permit optical access to the test section flow. The flow
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in the test section can be operated at pressures from vapor
pressure to approximately 200 kPa~30 Psia!. The average
velocity in the test section is variable up to 18 m/s~59.05
ft/s!. A deaeration system can be used to vary the dissolved
gas content of the flow, and the inlet water is filtered to 1
microns.

A vortical flow was created using a cambered hydrofoil
mounted to one window of the test section. The hydrofoil has
a rectangular planform of 9.5 cm span and 16.8 cm chord,
and the tip of the hydrofoil was truncated with sharp edges.
The hydrofoil mount allows continuous changes of the inci-
dent flow angle. A series of tip and trailing edge vortices will
be shed near the tip, and these vortices will merge to form a
single vortex within one-half chord length downstream of the
hydrofoil trailing edge. The tip vortex produced by the hy-
drofoil can be visualized with developed cavitation, as
shown in Fig. 2. Measurements of the bubble/vortex interac-
tions were conducted using a free-stream velocity of 10 m/s
and a variety of pressures. The dissolved oxygen content was
measured with an Orion Model 810 dissolved oxygen meter.
In order to reduce the number of free-stream nuclei, the free-
stream gas content was reduced to below 1.5 ppm during the
measurements.

Planar particle imaging velocimetry~PIV! was used to
measure the vortical flow field at a station 9.0 cm down-
stream of the trailing edge. A double-pulsed light sheet 9 mm
thick was created perpendicular to the mean flow direction
using two pulsed Nd:YAG lasers~Spectra Physics model
Pro-250 Series!. 15-micron average diameter silver coated
glass spheres~from Potters Industries! were used to seed the

flow. An acrylic prism was optically mounted to a window of
the test section for viewing of the light sheet with reduced
optical distortion. The light sheet was imaged with a PIV
image capture system produced by LaVision Inc. Double-
pulsed images of the light sheet were acquired with a digital
camera with 128031024 pixels. Optical distortion of the
planar light sheet image was corrected through a calibration
procedure that employed the imaging of a regular grid in the
location of the light sheet plane. Velocity vectors were pro-
duced from the double-pulsed images using the LaVision im-

FIG. 1. ~a! Schematic diagram of the quiescent cavita-
tion bubble experiment;~b! the bubble–vortex interac-
tion experiment. A single laser pulse is used to create a
cavitation bubble in the bulk of the fluid. Images of the
bubble are captured with a multiexposure digital cam-
era, and the acoustic emission of the bubble is captured
with a hydrophone.

FIG. 2. Photograph of the hydrofoil in the water tunnel test section with
developed tip-vortex cavitation withU`510 m/s, ands`51.4. Flow is
from left to right.
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age analysis software DaVis6.0.4. Multipass processing with
a final window size of 32332 pixels was used with 12%
window overlap in the final pass to produce 41327 in-plane
velocity vectors at 0.62 mm spacing. Since the camera-
imaging plane was not parallel to the light sheet and it had an
angular shift of 45° with the horizontal direction, this veloc-
ity component was corrected by knowledge of the camera
angle and the tunnel free stream velocity.

Optically stimulated vortex-cavitation bubbles were cre-
ated at the vortex centerline. As the cavitation number was
reduced, discrete cavitation events occurred in the vortex
core due to the capture of free-stream nuclei. This cavitation
occurred at various locations along the vortex axis down-
stream of the location of vortex roll-up. However, at such
low air contents, the event rate of this cavitation was quite
low ~,1 event per second!. Vortex cavitation could then be
stimulated by the introduction of a nucleus through a focused
pulse of IR laser light near the axis of the vortex. By varying
the free-stream pressure and laser energy, the initial size of
the laser-induced bubble could be controlled. Images of the
bubble’s growth and collapse were captured with the pulse-
synchronized digital camera after an appropriate delay, as
described above. A small cast acrylic tank of water was
placed in a pool of water on the top window of the test
section, and in this tank the hydrophone was mounted. This
produced an acoustic path between the cavitation event and
the hydrophone of relatively matched impedance, although
acoustic impedance mismatches between the acrylic and the
water led to some attenuation and internal reflections.

III. RESULTS—CAVITATION IN QUIESCENT FLUID

As discussed in the introduction, several researchers
have examined in detail the noise emitted by single cavita-
tion events in quiescent fluid. They have shown that the am-
plitude and frequency content of the noise emission often
greatly exceeds the capabilities of standard high-frequency
hydrophones. In the present work, we first recreated the basic
elements of these experiments to characterize our process of
bubble formation and noise measurement by examining
spherical and near-spherical bubbles created in the small
tank. The effect of buoyancy can be characterized by the
dimensionless quantity

d5S rgRM

DP D 1/2

, ~6!

where g is the gravitational acceleration.20 For sufficiently
small values ofd, the effect of buoyancy can be neglected.
Spherical bubbles corresponding tod'0.01 were created to
characterize the hydrophone’s ability to record the noise
pulse produced by a single vaporous cavitation event.

Figure 3~a! shows multiple images of a near spherical
bubble created with a laser light pulse. The acoustic pressure
signal produced by the collapse of the spherical bubble is
shown in Fig. 3~b!. Two distinct sound pulses are detected.
The first occurs during the rapid growth of the bubble vol-
ume when the bubble is created. Between the pulses, a slow
reduction and increase in pressure is seen that corresponds to
the relatively slow volume acceleration around the point of

maximum bubble volume. The second pulse corresponds to
the first collapse of the bubble. Figure 3~c! shows a time-
expanded pressure trace recorded for the collapse of the
bubble. The response is that of a damped harmonic oscillator.
Also plotted is the response of a damped harmonic oscillator
excited with a narrow pulse where the natural frequency and
damping of the oscillator were chosen to best fit the mea-
sured voltage trace. The natural frequency of the oscillator,
Ãn , was calculated to be 105 kHz, and the damping coeffi-
cient, z, was 0.18. The natural frequency is in good agree-

FIG. 3. ~a! Five superposed exposures of a laser produced spherical cavita-
tion bubble taken every 6ms in a quiescent water container;~b! the resulting
acoustic pressure trace recorded from the hydrophone;~c! the expanded
hydrophone pressure trace produced upon bubble collapse~solid line! along
with the second-order response of a damped harmonic oscillator to a Dirac-
delta input with systemvn5105 kHz and damping ratio,z50.18 ~dashed
line!.
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ment with the specifications of the hydrophone, which re-
ported a resonance frequency of nearly 109 kHz. Variation in
laser input power changed the maximum bubble volume and
the corresponding maximum pulse amplitude. However, the
shape of the measured signal did not change. This was also
true for bubbles undergoing nonspherical collapse as well.
Rebounding bubbles and bubbles collapsing near a wall
could sometimes produce two discernable pulses, due to
bubble fission or the interaction of jet impingement with the
wall. But, the temporal response of the hydrophone was al-
ways that of a damped harmonic oscillator responding to an
impulsive pressure input.

The measurement illustrates that the high-frequency
limit of the measured sound spectrum is limited by the hy-
drophone response, even though the hydrophone would be
considered ‘‘broadband’’ relative to other commercially
available hydrophones that are normally used in the hydro-
dynamic and marine engineering communities for measuring
cavitation noise in test facilities. The pressure pulse created
by the bubble may be approximated asPa(r ,t)5PSe2t/u as
discussed above. Pulse widths measured with optical and pi-
ezoelectric transducers are on the order of 10 to 100 ns.18,19

An oscillator will respond to such a pulse with an under-
damped response like that of Fig. 3~c!. The peak amplitude
of the response will be proportional toPS , and the initial
pulse width will be proportional to 1/Ãn , the natural fre-
quency of the hydrophone, if 1/Ãn@u. The measured pulse
widths were typically 1062 ms'1/Ãn , which is consistent
with the reported hydrophone natural frequency.

The actual acoustic impulse will be approximately
I (r H)'PS(r H)u(r H) at the location of the hydrophone,r H .
The measuredacoustic impulse,I m , will scale as

I m~r H!'
PS~r H!

Ãn
u~r H!Ãn'PS~r H!u~r H! ~7!

based on the dynamic impulse response function of the hy-
drophone. However, the measured peak pressure and the
pulse duration will be approximated byPS(r H)u(r H)Ãn and
1/Ãn , respectively. The maximum bubble volume accelera-
tions achieved and the resulting amplitude and time scale of
the emitted pressure wave is affected by the amount of non-
condensable gas in the cavity, the collapsing pressure, and
the topology of the collapsing bubble.

A scaling for the acoustic impulse can be derived from
spherical bubble dynamics and energy conservation.10 How-
ever, for highly deformed bubbles, it may be more appropri-
ate to scale the impulse based on the initial energy of the
collapsing bubble,EM ,

EM5 4
3pRM

3 DP. ~8!

The energy radiated away from the bubble after the collapse
and rebound,ER , is given by

ER~r !5hR

4pr 2

rc E
0

`

Pa
2 dt, ~9!

wherehR is the proportion of mechanical potential energy
that is converted into acoustic energy. Vogel and
Lauterborn18 have shown that up to 90% of a bubble’s me-
chanical energy can be converted to acoustic energy during

the first collapse of spherical laser-produced cavitation
bubbles, but the percentage can be reduced substantially if
the collapsing bubble is nonspherical.

The measured peak shock pressure,PS , is expected to
scale with the maximum potential energy,

PS;
1

2r H
S rcER

pu D 1/2

;
1

2r H
S hRrcEM

pu D 1/2

. ~10!

The acoustic impulse would then scale as

I m~r H!;
1

2r H
S hRrcEMu

p D 1/2

;
1

r H
S 1

3
hRrcDPRM

3 u D 1/2

. ~11!

The functional relationship betweenu and the other pa-
rameters of the flow is not straightforward, especially in the
case of nonspherical collapse. The amount of noncondens-
able gas within the laser-produced bubble will vary due to
variation in the process of bubble creation. Moreover, the
amount of noncondensable gas at collapse will increase with
increased maximum bubble volume, due to gas diffusion,
and the minimum bubble volume and shape during the last
phases of collapse will also vary. Consequently, variability of
the measured impulse was observed given nominally con-
stant laser-energy pulse input. However, the relationship be-
tween the impulse and the maximum bubble volume can be
discerned.

IV. RESULTS—VORTEX CAVITATION

Next, the growth and collapse of nonspherical hydrody-
namic cavitation is considered. Cavitation bubbles were pro-
duced in the vicinity of a strong line vortex. The free-stream
velocity was fixed at 10 m/s. Figure 4~a! shows a vector map
of the average planar vortical flow field measure perpendicu-
lar to the vortex axis produced after averaging 100 instanta-
neous flow fields. Figure 4~b! plots the average tangential
velocity, uu(r ), as a function of the distance from the vortex
center,r, along with a fitted curve for a Gaussian vortex,

uu~r !5
G0

2pr
~12e2a~r /r C!2

!. ~12!

Here,a'1.255 which makesr C the ‘‘core radius’’ defined as
the radius where the tangential velocity is maximum,

uu~r C!5b
G0

2pr C
, ~13!

where b50.715. For the measured vortex, the fitted core
radius was 5.6 mm and the strengthG0 was 0.290 m2/s.
Examination of the instantaneous images indicated that the
vortex core did not wander significantly. The amplitude of
wandering was consistently less than 15% of the core radius.
Consequently, no correction for vortex wandering was
needed.21

The pressure depression due to the vortex is given by
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P~r !2P`5 È0

2
ruu

2~r !

r
dr

52rS G0

2pr C
D 2S 1

2~r /r C!2D
3F2112e2a~r /r C!2

2e22a~r /r C!2

22a~r /r C!2Ei~a~r /r C!2!

12a~r /r C!2Ei~2a~r /r C!2!
G , ~14!

whereEi(x) is the exponential integral function. The calcu-
lated radial pressure distribution for the vortex is also shown
in Fig. 4~b!. Here we are assuming that]uz /]r'0, wherez
corresponds to the direction along the vortex axis. Images of
the bubbles in the vortex core indicate an axial velocity
within 95% of the free-stream speed. The pressure at the axis
of the vortex,r 50, is given by

PC5P`2hrS G0

2pr C
D 2

, ~15!

whereh50.870.
Bubbles captured by the vortex can cavitate if the core

pressure is at or below vapor pressure. The free-stream cavi-

tation number is defined ass`5(P`2PV)/ 1
2rU`

2 , where
U` is the free-stream velocity. Captured bubbles can grow if
PC<PV , making the cavitation number at inception,s`,i ,

s`,i<
h

2 S G0

pr CU`
D 2

. ~16!

For the measured vortex, this corresponds to a free-stream
cavitation number of 1.18.

Before creating bubbles within the vortex, near-spherical
bubbles were created in the test section but without any flow.
Figure 5~a! shows 10 superimposed images of the laser pro-
duced bubble taken with a time intervalDt540ms, and Fig.
5~b! shows the resulting acoustic pulse. The test-section
static pressure was 31.1 kPa. Again, when the laser pulse
initiates the bubble, an acoustic pulse is created. The bubble
passes through its maximum volume and collapses, creating
a second pulse of sound. The sound pulse created upon col-
lapse is still limited by the response of the hydrophone. Nu-
merous bubbles were created with fixed static pressure. The
maximum size of the bubbles varied with the amount of
laser-light energy deposited in the liquid. The laser pulse
energy could be varied manually, but the actual amount of
light absorbed by the liquid varied with the size and density
of small particulates that were present in the focal volume of
the laser during the pulse. This is the principal cause for the
variability of the laser-induced bubbles.

The acoustic pulse created during the collapse of the
bubble was recorded, and the acoustic impulse was calcu-
lated by time integration of the pressure pulse using the trap-
ezoidal rule. The maximum bubble diameter was recorded
with the digital camera. Figure 5~c! shows the variation of
the acoustic impulse with the maximum bubble radius. While
there is significant scatter, the data indicate that the impulse
increases with the bubble volume, as expected. The spectrum
analyzer was triggered to capture the noise signal produced
by the collapse, although the residual echo from the initiation
pulse was also present. To calculate the impulse, the average
reverberant pattern was subtracted from the individual noise
traces, and then the collapse pulse was identified and mea-
sured. This reverberant pattern from the bubble initiation
pulse was highly repeatable when the bubble and hydro-
phone locations were fixed.

Figures 6, 7, and 8 present similar series of data for
bubbles induced in the center of the vortex. Bubbles were
created with three free-stream cavitation numbers,s`

52.15, 1.73, and 1.49. Withs`52.15, the bubbles collapse
immediately after they are created, withs`51.73, the
bubbles slowly collapse after growing along the vortex axis,
and withs`51.49, the bubbles do not collapse but continue
to grow along the axis.

The normalized acoustic impulse,Î , is defined as

Î 5I
r H

~ 1
3hRrcDPRM

3 u!1/2
. ~17!

While the values ofhR andu are unknown, the pulse width,
u, is expected to be on the order of 10 ns, for the case of
spherical collapse.18,19 The energy conversion efficiency,
hR , can vary with the collapse geometry of the bubble,18 but
is expected to be.60% for the bubbles under consideration.
Figure 9 shows a plot of the normalizedÎ against the bubble
maximum radius withhR51 andu510 ns for all the cases

FIG. 4. ~a! The average vector map of the flow perpendicular to the vortex
axis 90 mm downstream of the tailing edge forU`510 m/s; ~b! the mea-
sured tangential velocity,uu(r ), along with the velocity distribution for the
Gaussian vortex withr C55.6 mm andG050.290 m2/s and the resulting
calculated pressure depression,P(r )2P` .
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studied. The normalized acoustic impulse of bubbles implod-
ing in quiescent fluid as well as bubbles that are not greatly
deformed by the vortex field (s`52.82 ands`52.15) are
independent of the bubble maximum radius, as expected
from a proper scaling. The deformed bubbles (s`51.73)
have a normalized impulse that is clearly lower than the
spherical and less deformed bubbles. If it is assumed here

that the collapse pressure pulse width does not change with
the bubble collapse geometry. The results then imply that
highly deformed bubbles are less efficient~have lowerhR)
in converting their mechanical energy into radiated acoustic
pressure in comparison to the slightly deformed and spheri-

FIG. 5. ~a! Ten images of a laser produced bubble taken 40ms apart in the
water tunnel test section without flow withP`531 kPa; image dimensions
(V 23.13H 31.9 mm); ~b! the pressure–time trace recorded by the hydro-
phone;~c! the acoustic impulse created during bubble collapse versus the
maximum bubble radius.

FIG. 6. ~a! Ten exposures of a laser produced bubble created in the vortex
taken 54ms apart withs`52.15,U`510 m/s; the bright region on the right
results from pixel saturation from the original laser pulse; image dimensions
(V 15.93H 21.0 mm); ~b! the pressure–time trace recorded by the hydro-
phone;~c! the acoustic impulse created during bubble collapse versus the
normalized maximum bubble radius~normalized by the vortex core radius!.
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cally imploding bubbles. Still in all of these highly deformed
as well as spherical bubbles, resolution of the collapse pres-
sure pulse is limited by the hydrophone response. The mea-
sured bubble collapse time~time from maximum volume to
minimum volume! relative to the Rayleigh collapse is plotted
in Fig. 10. This figure shows that highly deformed bubbles

(s`51.73) have a longer collapse time than the more
acoustic-efficient spherical bubbles, but the collapse time is
on the same order.

A second case was considered where the bubbles did not
collapse but continued to grow ats`51.19, and this is
shown in Fig. 11. Here, the laser energy was greatly reduced,
created only a small bubble that grew slowly under the in-
fluence of the low pressure in the vortex core. In this case,
the nucleus grew slowly and no noise was detectable. The
magnitude of the volume acceleration during the natural
bubble growth is much smaller that the acceleration during
the last stages of bubble collapse. As the bubble grows under
the influence of the low vortex core pressure,Ṙ

;A2DP/r, and R̈;0. Consequently, the minimal amount
of noise produced during the slow process of bubble growth
was not detectable over the background noise created by the
water tunnel flow.

Last, the pressure spectra recorded by the hydrophone
for many bubble collapses was collected for the cases de-
scribed above. The sound traces for 1000 events were col-

FIG. 7. ~a! Ten exposures of a laser produced bubble created in the vortex
taken 94ms apart withs`51.73,U`510 m/s; the bright region on the right
results from pixel saturation from the original laser pulse; image dimensions
(V 15.93H 21.0 mm); ~b! the pressure–time trace recorded by the hydro-
phone;~c! the acoustic impulse created during bubble collapse versus the
normalized maximum bubble radius~normalized by the vortex core radius!.

FIG. 8. ~a! Ten exposures~last two exposures outside the frame! of a laser
produced bubble created in the vortex taken 154ms apart withs`51.49,
U`510 m/s; the bright region on the right results from pixel saturation from
the original laser pulse; image dimensions (V 15.93H 21.0 mm); ~b! the
pressure–time trace recorded by the hydrophone. At this cavitation number,
the bubble continues to grow along the vortex axis after initiation with the
laser.
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lected. These are shown in Fig. 12. These spectra do not
include the noise pulse produced by the initial bubble
growth, but do include some of the reverberation resulting
from bubble production. The case of the small bubble~sb!
production corresponds to the background noise of the tunnel
operating at 10 m/s. The spectral features below 30 kHz
correspond to reverberant modes of the facility. As the im-
pulse of the bubbles increases, the energy in the reverbera-

tions increases as well. Also, the energy in frequencies
greater than 30 kHz increases, but the spectra is flat until 100
kHz. This is consistent with the input of a sharp impulse into
the bandwidth-limited hydrophone.

V. DISCUSSION AND CONCLUSIONS

Acoustic transients by discrete hydrodynamic cavitation
events were examined in both a quiescent and a vortical flow,
and the following conclusions were found.

FIG. 9. The dimensionless acoustic impulse,Î 5I r H /(
1
3hRrcDPRM

3 u)1/2

versus the dimensionless maximum bubble radius,R̂M5RM /r C , for P`

510 kPa without flow~d!, P`531 kPa without flow~* !, s`52.82 ~1!,
s`52.15 ~s!, and s`51.73 ~v!. For this plot the acoustic conversion
efficiencyhR was chosen to be 100%, and the collapse pulse widthu510
nanoseconds.

FIG. 10. The dimensionless collapse timetc /TRayleighversus the dimension-

less maximum radius,R̂M5RM /r C , for P`510 kPa without flow~d!,
P`531 kPa without flow~* !, s`52.82 ~1!, s`52.15 ~s!, ands`51.73
~v!.

FIG. 11. ~a! Ten exposures of a bubble created by a low energy laser pulse in the vortex taken 300ms apart withs`51.19; the initial nucleus is small and
not visualized in the image; flow is from right to left;~b! the pressure–time series recorded by the hydrophone, which is equivalent to the baseline hydrophone
signal before inception.
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~1! The hydrophone used was not capable of resolving the
dynamics of the pressure pulse produced upon the col-
lapse of a spherical cavitation bubble.

~2! The acoustic impulse produced by a collapsing bubble
scales with the collapse pressure and the maximum vol-
ume, even for nonspherical collapse. The noise pulse
produced by deformed collapsing bubbles is often suffi-
ciently narrow to be unresolved by the hydrophone.

~3! The normalized impulse created by the collapse of
spherical bubbles represents the most efficient collapse,
converting potential mechanical energy into acoustic en-
ergy. Deformed bubbles collapse with less transfer effi-
ciency.

~4! The noise produced by the natural bubble growth in the
vortex is not measurable.

Vortex cavitation occurs when naturally occurring nuclei
are captured by a concentrated vortex, and they grow and
collapse. The results of this study suggest that significant
noise is created only when the bubbles collapse, even if they
are highly distorted. The noise produced is broadband, with a
high-frequency cutoff beyond the bandwidth of most con-
ventional hydrophones. However, the impulse created by the
collapsing bubbles can be scaled with spherical bubble dy-
namics. Such scaling will provide the upper bound on the
noise that a bubble of a given maximum volume can create
when collapsing under a given pressure difference.

Finally, an unsteady pressure in the vortex core is re-
quired for a single nucleus to experience both rapid growth
and collapse. The vortical flow employed in the present study
is steady, and natural cavitation occurred only when the core
pressure dropped below vapor pressure. At this point, cap-
tured nuclei continued to grow and ultimately filled the vor-
tex core as the bubble convected downstream. The case of

growth without collapse can be contrasted with cavitation
accompanying more complicated vortical flows. In these
flows variation in the local mean pressure, vortex–vortex
interactions, and other flow unsteadiness can result in rapid
growth and collapse of bubbles in the vortex core. Such cavi-
tation occurs in turbulent shear flows and in the wake vortex
system of complex turbomachinery. However, the results of
this study suggest that spherical bubble dynamics can be
used to scale the upper bound of the noise impulse produced
by discrete cavitation events, even when the bubbles are
quite deformed.
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I. INTRODUCTION

In underwater acoustics, the shallow-water zone is clas-
sically described as a waveguide. In a waveguide, the pres-
sure fieldPv at a frequency is decomposed under the propa-
gating modes as follows:

Pv~R!5 (
m51

M

am exp~ ikmR!, ~1!

where M is the number of propagating modes,R is the
source–receiver range,km is the wave number associated
with mode numberm, andam takes into account the ampli-
tude dependence of the field at the source and receiver depths
with respect to modem. Even if the amplitude variableam

depends on the distanceR, we assume here that it varies
much more slowly withR than the phase terms given in Eq.
~1!. For sake of simplicity, we consider that the attenuation in
the waveguide is negligible, even though it could be simply
introduced in the formalism as an exponential decreasing
term exp(2amR) for every modem. Thus, the wave numbers
km considered here are real. Furthermore, in the case of real
data, we are also to take into account some frequency and
range-dependent additive noiseNv(R). Once again, to sim-
plify the developments leading to the mathematical formula-
tion of our inversion algorithm, we prefer not to include
noise in Eq.~1!, even though noisy data will be considered in
the numerical simulations performed in Secs. III and IV.

The goal of our work is to determine the wave numbers
km of a waveguide in the configuration described in Fig. 1.
An acoustic source is horizontally towed with respect to a
vertical hydrophone array. The towed source and the hydro-

phone array are coplanar. Many experiments have been per-
formed in shallow-water environments in such a configura-
tion in order to localize acoustic sources1,2 or in the field of
ocean-acoustic tomography.3 In this paper, we restrict our
goal to the estimation of the wave numbers. This means that
we intend to determinekm from the measurement ofPv(R)
on the hydrophone array, where the distanceR between the
source and the array varies fromR5R0 to R5R01L. No a
priori knowledge of the waveguide characteristics is re-
quired.

Our inversion algorithm relies on the combination of
three ingredients. First, we present a modified version of the
Prony method.4 The classical Prony inversion is based on an
autoregressive algorithm which is replaced in our approach
by a linear inversion. Second, knowing that this high-
resolution technique is sensitive to noise, we improve the
signal-to-noise ratio by coherently cumulating the acoustic
field on the hydrophone array using holographic array pro-
cessing. Last, we solve the classical ambiguity between reso-
lution and aliasing by representing all multivalued solutions
of the inversion in a histogram.

This paper is divided into three parts. The theoretical
aspects of our inversion method are presented in Sec. II. We
describe successively our modified version of the Prony al-
gorithm, the use of holographic array processing, and the
representation of the solutions in the wave number space.
Section III deals with the application of this algorithm to a
shallow-water waveguide using simulated data obtained
from a horizontal synthetic aperture. In Sec. IV, the perfor-
mance of the inversion algorithm is discussed with respect to
the parameters of the problem.
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II. THEORETICAL APPROACH

Wave number inversion finds many applications in un-
derwater acoustics. For example, searching for the wave
numbers of propagating modes in shallow water is an impor-
tant step toward the determination of ocean-bottom proper-
ties. Beyond underwater acoustics, extractingkm from Eq.
~1! is a classical problem that can be generalized as a com-
plex spectrum search. Thus, wave number inversion in a
waveguide is formally equivalent to the determination of dis-
crete frequencies in a multitone audible signal. Many theo-
retical, numerical, and experimental works have been per-
formed in this area and it is beyond the task of this paper to
make an overview of all these techniques. Focusing solely on
underwater acoustics, wave number inversion was exten-
sively investigated in the eighties using the classical Fourier
and Hankel transforms5–7 or correlation techniques.8 Later
on, high-resolution methods were developed such as the
MUltiple SIgnal Classification technique,9–12 the Prony
method,13 and the more sophisticated ESPRIT algorithm.14,15

This latter is similar to the more general matrix-pencil
method.16,17 We would like also to mention the use of a
global search technique such as simulated annealing as an
efficient tool to obtain wave numbers in a waveguide.18

A. Inversion algorithm

In most high-resolution techniques, the apertureL on
which the moving source is towed is decomposed into
equally spaced pointsR5R01nd, which leads to the fol-
lowing decomposition of the fieldPv(R) received on any
element of the array:

Pv~n!5 (
m51

M

ãm@exp~ ikmd!#n5 (
m51

M

ãmzm
n . ~2!

Taking 2N11 points~with N.M ) in the apertureL, Eq. ~2!
can be written under a matrix form in which the variablesãm

andzm are separated. We have

Pv5F Pv~0! Pv~1! ¯ Pv~N!

Pv~1! Pv~2! ¯ Pv~N11!

¯ ¯ ¯ ¯

Pv~N! Pv~N11! ¯ Pv~2N11!

G
5SNASN

T , ~3!

with

SN5F 1 1 ¯ 1

z1 z2 ¯ zM

¯ ¯ ¯ ¯

z1
N z2

N
¯ zM

N

G and A5F ã1 0 0

0 ¯ 0

0 0 ãM

G .

~4!

It is then possible to apply a matrix-pencil method to
Pv , leading to the determination ofzm . This numerical tech-
nique is accurate but expensive in terms of computation
time. Indeed, starting from a matrix representation of the
dataPv , it classically requires a generalized eigenvalue de-
composition ofPv .16 One of the latest algorithms based on
this approach is an eigenmatrix-pencil technique.19 In the
following, we will use this latest inversion algorithm as a
comparison to our inversion technique.

Our inversion is based on a new formulation of the
Prony algorithm.4 Basically, starting from Eq.~2!, we have to
calculateM amplitudesãm andM phaseszm . Consequently,
we need at least 2M equations to solve the problem, mean-
ing that we need 2M points in the apertureL

5
Pv~0!5ã11ã21¯1ãM

Pv~1!5ã1z11ã2z21¯1ãMzM

¯

Pv~M21!5ã1z1
M211ã2z2

M211¯1ãMzM
M21

¯

Pv~2M21!5ã1z1
2M211ã2z2

2M211¯1ãMzM
2M21

.

~5!

Using a matrix representation of this system, it follows that

Pv5S2M21Ã ~6!

whereS2M21 is defined as in Eq.~4!, and

Pv5F Pv~0!

¯

Pv~2M21!
G and Ã5F ã1

¯

ãM

G . ~7!

The Prony algorithm intends to solve Eq.~6!. In itself,
Eq. ~6! is simpler than Eq.~3!, from which the matrix-pencil
method is derived, because the data are now written using a
vector format instead of a matrix format. We now describe
the classical Prony inversion method. First, we observe that
the 2M equations in Eq.~5! are linear with respect to the
unknownsã1 ,...,ãM . In the first step of the inversion, the
system made of the firstM equations is symbolically inverted
~using Cramer’s rule, for example! in order to obtain
ã1 ,...,ãM as a function of the dataPv(0),...,Pv(M21) and
the phasesz1 ,...,zM . The next step consists of replacing
ã1 ,...,ãM by their expressions in the lastM equations. This
leads to a new system ofM relationships between the vari-
ables z1 ,...,zM and the dataPv(0),...,Pv(2M21). This
system has a strongly nonlinear behavior with respect to
z1 ,...,zM and cannot be inverted directly with classical linear
techniques. Among the various methods that can be ad-
dressed to solve this problem, there exists the extended
Prony method.20 According to this processing method, thezm

coefficients are proved to be the zeros of a polynomial,
whose coefficients are calculated using an autoregressive
procedure based on the data vectorPv(0),...,Pv(2M21).

FIG. 1. Schematic of the waveguide.zi is one element of the vertical hy-
drophone array. The source is towed from rangeR0 to R01L, d is the
elementary distance between two points as defined in the inversion algo-
rithm.
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In Ref. 13, this step is based on a Burg algorithm,21 coupled
to a minimization method devoted to the determination of the
appropriate order of the method.

In this paper, we propose an alternate description of the
calculation steps. Although the main idea is still based on the
Prony method, we give an interpretation of the coefficients
of the polynomial in terms of a linear system that can be
inverted using a large variety of numerical algorithms. In-
deed, we show that the aboveM-equation system that is
strongly nonlinear with respect to the variablesz1 ,...,zM is
linear with respect to the elementary symmetric polynomials
~ESP! E1 ,...,EM of the unknownsz1 ,...,zM . The ESPs are
classically defined as22

E15(
i 51

M

zi ,E25(
i 51

M

(
j 5 i 11

M

zizj ,...,EM5)
i 51

M

zi . ~8!

Using the ESP as unknowns, the lastM equations of Eq.~5!
can be rewritten as~see the Appendix for more details!

5
Pv~M !5Pv~M21!E12Pv~M22!E2

1¯1~21!M21Pv~0!EM

Pv~M11!5Pv~M !E12Pv~M21!E2

1¯1~21!M21Pv~1!EM

¯

Pv~2M21!5Pv~2M22!E12Pv~2M23!E2

1¯1~21!M21Pv~M21!EM

. ~9!

The ESPE1 ,...,EM are then easily found from~9! using
Cramer’s rule or any other inversion algorithm of linear sys-
tems. This linear inversion is simpler to implement than the
autoregressive technique usually used in the extended Prony
method. From there, it is well known that the solutions
z1 ,...,zM are the roots of a polynomial of degreeM whose
coefficients areE1 ,...,EM . Thus, as in the Prony method,
the last step of the inversion consists of finding the roots of
this polynomial, which has been addressed by various nu-
merical algorithms. Whatever the technique used, though,
finding the root of a polynomial is always a nonlinear pro-
cess, which means that a small error on the polynomial co-
efficients ~due to noisy data, for example! leads to a large
error on the polynomial roots.

Once the solutionsz1 ,...,zM are found, we also note that
the inversion provides the amplitudesã1 ,...,ãM from which
the depth of the towed source can be determined@see Eq.
~12!#. In this work, we restrict our analysis to the measure-
ment of the phase variablesz1 ,...,zM that are related to the
wave numbers of the waveguide.

B. Holographic array processing

As every nonlinear inversion technique, the Prony algo-
rithm is known to be highly sensitive to the signal-to-noise
ratio.13,20 In order to improve the quality of the inversion in
the presence of noise, our ambition is to develop a coherent
processing of the data by using a holographic approach of
the acoustic field. Holographic array processing consists of
cross-correlating the field coming from an unknown source
to the field coming from a reference source.23–25 Applying
this principle to the vertical array shown in Fig. 1, we define
a new variableHv(DR) such that

Hv~DR!5(
i

Pv~zi ,R!* Pv~zi ,R1DR!, ~10!

where the sum is performed on all the hydrophones of the
vertical array. We assume now that the hydrophone array
covers the whole water column. We also invoke the ortho-
normality relation between modes that leads to

(
i

am~zi !an~zi !}dmn , ~11!

where dmn is the Kronecker symbol classically defined by
dmn50 if mÞn anddmm51 otherwise. This relationship is
only an approximation here because the hydrophone array
does not completely sample the field in the bottom of the
waveguide. From Eqs.~1!, ~10!, and~11!, we obtain

Hv~DR!' (
m51

M

bm exp~ ikmDR!, and bm'
um

2 ~zs!

kmR
,

~12!

which is formally equivalent to Eq.~1!. In Eq.~12!, um(zs) is
the amplitude of modem at the source depthzs . The advan-
tage of using the new variableHv(DR) based on holo-
graphic array processing is that it cumulates coherently all
the information obtained from the towed source on the hy-
drophone array. This leads to an increase of the signal-to-
noise ratio, which is a major issue when working with non-
linear inversion technique. The coherent gain~in dB! on the
signal-to-noise ratio that results from holographic array pro-
cessing is on the order of 10 log10(K), whereK is the num-
ber of hydrophones in the vertical array. We note also that,
even in the case of a vertical hydrophone array that does not
cover the water column, Eq.~12! is still valid but the ampli-
tude coefficientsbm have a more complicated form.

As previously, the inversion is based on the decomposi-
tion of the apertureDR into n equally spaced points (DR
5nd), leading to

Hv~n!5 (
m51

M

bm exp~ ikmd!n5 (
m51

M

bmzm
n . ~13!

Equation ~13! is then formally equivalent to Eq.~2!, on
which the Prony inversion is performed as described in Sec.
II A.

C. Representation of the multivalued solutions

The combination of our modified Prony algorithm and
the holographic array processing results in an original way to
obtain the phase variableszm5exp(ikmd) from 2M -equally
spaced points in a waveguide. However, the determination of
the corresponding values ofkm is not straightforward, even if
the distanced is known. The reason is that the phase of a
complex number is classically multivalued, and we have

km5
phase~zm!

d
moduloF2p

d G . ~14!

This means that an infinite number of potential solutions
exist for every wave numberkm , even if only one is effec-
tively acceptable. Wave number inversion has then to face
the following trade-off. When large values ofd are used to
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perform the inversion, the large synthetic horizontal aperture
enables one to resolve the wave numbers that are close to-
gether. However, large values ofd lead to aliasing, which
means that, according to Eq.~14!, there are multiple poten-
tial values ofkm in the interval@min(km),max(km)#. On the
other hand, aliasing is avoided if

d<
2p

~max~km!2min~km!!
, ~15!

but the resolution provided by the synthetic horizontal aper-
ture in this case may not allow separation of close wave
numbers.

In order to solve this aliasing-resolution trade-off and
find out the exact wave numbers, we have developed the
following algorithm:

~i! we choose a small distanced and 2M equally spaced
points in the horizontal apertureL covered by the
towed source such that (2M21)d,L;

~ii ! we calculateH(n) for n50,...,2M21 as in Eq.~13!,
and run the modified Prony inversion described in
Sec. II A;

~iii ! we obtainz1 ,...,zM , from which we deduce the mul-
tivalued wave numberskm5(phase(zm)12pp)/d,
wherep is an integer;

~iv! steps~i!–~iii ! are run again for larger values ofd until
(2M21)d5L and we represent a histogram of all
solutions obtained for the wave numbers.

The idea of step~iv! of this algorithm is to cumulate the
multivalued wave numbers obtained for a wide range ofd’s
into a histogram. All the multivalued solutions of a givenkm

follow Eq. ~14!, meaning that they are incommensurate with
respect tod. For two differentd’s that are not multiple of
each other, the only two same multivalued solutions corre-
spond to the good value ofkm . As a consequence, the histo-
gram of all possible multivalued solutions should exhibit

some strong peaks only for the true values of the wave num-
bers~Fig. 2!.

III. APPLICATION TO A SHALLOW-WATER
ENVIRONMENT

In the following, the acoustic field is simulated at 200
Hz in a 60-m deep Pekeris waveguide using the Kraken
normal-mode code. The bottom sound speed, density, and
attenuation are 2000 m/s, 2000 kg/m3, and 0.05 dB/l, respec-
tively. The source is towed on an apertureL from a range
R055000 m at a 15-m depth. The hydrophone array covers
the whole water column and is made ofK equally spaced
elements. Uncorrelated white noise is added on the array.
The acoustic field received from the source is sampled every
1 m on the source trackL. Though unrealistic, the Doppler
shift associated with the source motion is not considered
here.

After wave number inversion performed as described in
Sec. II, one typical histogram of the solutions is plotted in
Fig. 2 in the case of a high signal-to-noise ratio. There are
M511 propagating modes in the waveguide, and the algo-
rithm has been run betweend520 m andd557 m. If the
histogram reaches the value of 1, the corresponding wave
number has been found as a suitable solution for all possible
values ofd and sets of 2M points. The bin between two
spatial frequencies in the histogram is (kmax2kmin)/300,
where kmax and kmin are the larger and the smaller wave
numbers. The sharp peaks visible in Fig. 2 correspond to the
exact wave numbers. The residual noise around the peaks
comes from the multivalued solutions issued fromzm .

In Fig. 2, we compare the results provided by our inver-
sion technique to those obtained by the eigenmatrix-pencil
method following the steps described in Secs. II B and II C.
We also represent the results obtained by a spatial Fourier
transform of the field emitted from the apertureL and re-
ceived on the hydrophone array. We observe that the two
high-resolution methods give similar results that are much
more accurate than those obtained with the linear spatial
Fourier transform. More particularly, our inversion technique
is able to distinguish the wave numbers that correspond to
modes 1–3 even though they are much closer in thek space
than the resolution cell 2p/L given by the apertureL. More-
over, despite the fact that the source depth is close to a zero
of mode 4, we note that the corresponding wave number is
found with the two high-resolution methods in Fig. 2.

In order to understand the way our algorithm works, we
have plotted in Fig. 3 the histogram of the solutions for dif-
ferent values of the elementary distanced. As expected from
Sec. II C, results are quite different from one value ofd to
another. For a smalld, the aperture (2M21)d is much
smaller than the total apertureL, which means that a lot of
sets of 2M points are available for the inversion. Moreover,
the modulo 2p/d is larger, and less incorrect multivalued
solutions are found, i.e., the inversion does not suffer from
aliasing. On the other hand, it is obvious that a larger hori-
zontal aperture (2M21)d provides a better inversion for the
wave numbers related to the lower-order modes. This analy-
sis is confirmed in Figs. 3~a! to ~d!. If 18 m,d,22 m @Fig.
3~a!#, the histogram exhibits sharp peaks for the higher-order

FIG. 2. Histogram of the solutions obtained with our inversion technique
~black curve! and the matrix pencil method~gray curve!. The source is
towed on an apertureL51200 m. The hydrophone array is made ofK
519 equally spaced elements. The signal-to-noise ratio on every hydro-
phone of the array is 100 dB. The dashed curve corresponds to the incoher-
ently averaged and normalized spatial Fourier transform of the field received
from the source on the hydrophone array. The black stars on thex axis are
the exact wave numbers.
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modes and a low noise, but the inversion is not able to dis-
tinguish mode 1 from mode 2. If 48 m,d,52 m @Fig. 3~d!#,
the histogram is more noisy but the lower-order modes are
well defined. By running the algorithm on a large interval for
d, as in Fig. 2 where 20 m,d,57 m, the goal is to make a
satisfactory trade-off between the histogram noise and the
determination of every wave number.

We now investigate the computation time that is re-
quired for the inversion. Here, the choice of the inversion
algorithm is of importance. Indeed, starting from 2M points
among the raw dataPv , the inversion has to be performed
many times using different elementary distancesd in order to
provide the wave numbers as described in Sec. II C. In Fig. 2
and later in Fig. 4, we see that our modified Prony method
and the eigenmatrix pencil roughly lead to the same results
in terms of accuracy and noise sensitivity. However, the
structure of these two algorithms is different. The matrix-
pencil technique requires a generalized eigenvalue decompo-
sition, while our modified Prony method only needs a linear
inversion and a rooting procedure. Moreover, there exists
some fast algorithm to solve nonsymmetric Hankel systems
as Eq.~9!,20 whereas it does not appear to be anything simi-
lar for speeding up the matrix-pencil. Roughly speaking, if
our Prony algorithm made use of a fast algorithm of order
O((2M )2) operations while the matrix-pencil required order
O((2M )3) operations, this would appear as a clear advan-
tage.

IV. DISCUSSION

The aim of this section is to study the sensitivity of our
wave number inversion to the relevant parameters of the
problem. Because our technique relies on the finding of the
roots of a polynomial, it is strongly nonlinear. Nonlinear in-
versions are more accurate than linear ones, as seen in Fig. 2,
but they are also more sensitive to the signal-to-noise ratio

~SNR!. The quality of the inversion globally depends then on
the signal-to-noise ratio on each receiver, on the number of
hydrophonesK in the array, and on the length of the aperture
L. We define the accuracy of the inversion by two criteria.
First, the histogram exhibits sharp peaks for the higher-order
modes that correspond to the exact wave numbers. Second,
the inversion is able to separate the wave numbers for the
lower-order modes.

In Fig. 4, we present histograms obtained for different
values of the aperture lengthL, the number of hydrophones
K, and the SNR. In every studied case, the wave numbers
that correspond to the higher-order modes are found with an
excellent accuracy. On the other hand, it appears difficult to
separate the wave numbers related to modes 1–2 without a
high SNR@SNR530 dB in Fig. 4~a!# or a large aperture@L
51500 m in Fig. 4~e!#. Comparing Figs. 2 and 4~a!, we note
that a very high SNR is needed to obtain the fourth wave
number, which is hardly excited by the source. From Figs.
4~a! and~c!, we show that the results are improved when the
number of hydrophones on the array is increased. This con-
firms the gain in terms of SNR provided by the holographic
array processing performed on the hydrophone array. For an
SNR515 dB and only one hydrophone on the array, the re-
sults are clearly degraded, as shown in Fig. 4~d!, i.e., the
peaks are lower and two wave numbers are not found. Fi-
nally, we see in Figs. 4~e! and ~f! that increasing/decreasing
the apertureL plays the same role as increasing/decreasing
the SNR.

Up to now, two parameters are needed to run the inver-
sion algorithm: first, the number of propagating modesM in
the waveguide in order to derive the system of 2M equations
to be solved@Eq. ~9!#. Second, the elementary distanced is
required to obtain the wave numberskm from the phasezm

@Eq. ~14!#. What happens ifM andd are unknown?
In Fig. 5, we present histograms of solutions obtained in

FIG. 3. Histograms of the solutions
obtained with our inversion technique
for different intervals of elementary
distance d: ~a! 18 m,d,22 m; ~b!
28 m,d,32 m; ~c! 38 m,d,42 m;
~d! 48 m,d,52 m. The waveguide is
the same as in Fig. 2. The source is
towed at a 15-m depth on an aperture
L51200 m. The hydrophone array
covers the whole water column and is
made of 19 equally spaced elements.
The signal-to-noise ratio on every hy-
drophone of the array is 30 dB. The
black stars on thex axis are the exact
wave numbers.
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FIG. 4. Histogram of the solutions ob-
tained with our inversion technique
~black curve! and the matrix pencil
method~gray curve!: ~a! SNR530 dB,
L51200 m, K519 hydrophones;~b!
SNR515 dB, L51200 m, K519 hy-
drophones; ~c! SNR530 dB, L
51200 m, K51 hydrophone; ~d!
SNR515 dB, L51200 m, K51 hy-
drophone; ~e! SNR530 dB, L
51500 m, K519 hydrophones;~f!
SNR530 dB, L5900 m, K519 hy-
drophones. A zoom betweenk
50.82 m21 and k50.84 m21 is plot-
ted in the upper-right corner of each
figure. The black stars on thex axis are
the exact wave numbers.

FIG. 5. Histogram of the solutions ob-
tained with our inversion technique in
the case of a mismatchDd on the el-
ementary distanced. The inversion is
performed with 20 m,d̃,57 m and
~a! Dd521 m; ~b! Dd520.5 m; ~c!
Dd520.25 m; ~d! Dd50. The wave-
guide is the same as in Fig. 2. The
source is towed at a 15-m depth on an
apertureL51200 m. The hydrophone
array is made ofK519 equally spaced
elements. The SNR on every hydro-
phone of the array is 30 dB. The black
stars on thex axis are the exact wave
numbers.
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the case of a mismatch on the distanced. This means that the
value of d̃ used during stage~iii ! of the inversion algorithm
is not the correct valued issued from the computation of the
acoustic field. We define the mismatch asDd5d̃2d. Prac-
tically speaking, this problem will be encountered when the
acoustic data are continuously recorded from a moving
source whose speed is constant but unknown. Indeed, during
a time intervaldt in the acoustic data record, the elementary
distance covered by the source isd5vdt. An incorrect esti-
mation of the source speedv leads then to a mismatchDd.
Histograms in Figs. 5~a! to ~c! show that the inversion is
very sensitive to a small errorDd. The sharp peaks that
correspond to the exact wave numbers whenDd50 in Fig.
5~d! rapidly disappear even for a small perturbationDd/d.
There are two ways to look at these results. This inversion
algorithm may be described as an accurate way to measure
the speed of a moving source in a shallow-water environ-

ment. On the other hand, this sensitivity may also cause the
inversion to be completely impractical.

However, the simulation showing how wave number in-
version is impacted by the errorDd may be too pessimistic.
Assuming a consistent wrong velocity produces an accumu-
lating error in the position of the source. In Fig. 6, inversion
results are presented when the source velocity is simulated to
fluctuate around the mean velocityv. To do so, a random
Gaussian-distributed distanceDr is introduced at every point
of the source track,Pv(zi ,R) now being replaced by
Pv(zi ,R1Dr ). This means that the synthetic aperture cre-
ated by the moving source is now irregularly sampled.21 In-
terestingly enough, we observe in Fig. 6 that our inversion
algorithm is quite robust to such error.

In Fig. 7, we present histograms of the solutions when
the number of modes in the waveguide is unknown. The idea
is then to perform the four stages~i!–~iv! of the inversion

FIG. 6. Histogram of the solutions ob-
tained with our inversion technique in
the case of a fluctuating velocityv. A
random Gaussian-distributed distance
Dr is added every meter on the source
track of distanceL. The standard de-
viation A^Dr 2& is, respectively~a! 0
m; ~b! 0.05 m; ~c! 0.1 m; and~d! 0.2
m. The waveguide is the same as in
Fig. 2. The source is towed at a 15-m
depth on an apertureL51200 m. The
hydrophone array is made ofK519
equally spaced elements. The SNR on
every hydrophone of the array is 30
dB. The black stars on thex axis are
the exact wave numbers.

FIG. 7. Histogram of the solutions ob-
tained with our inversion technique if
the number of modes in the waveguide
is a priori unknown. The inversion is
performed with~a! M57 modes and
60 m,d,92 m; ~b! M511 modes
and 30 m,d,57 m; ~c! M515
modes and 25 m,d,41 m; ~d! M
519 modes and 15 m,d,32 m. The
waveguide is the same as in Fig. 2.
The source is towed at a 15-m depth
on an apertureL51200 m. The hydro-
phone array is made ofK519 equally
spaced elements. The SNR on every
hydrophone of the array is 30 dB. A
zoom betweenk50.82 m21 and k
50.84 m21 is plotted in the upper-
right corner of each figure. The black
stars on thex axis are the exact wave
numbers.
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algorithm using a guessM for the number of modes. In this
paper, the acoustic field is computed in a waveguide with 11
propagating modes. As expected, the inversion gets poor re-
sults when onlyM57 modes are used@Fig. 7~a!#. The peak’s
amplitude is low and some wave numbers are not found.
However, it is surprising to see that the results significantly
improve when the inversion is performed with more modes
than the actual number of modes in the guide, as shown in
Figs. 7~c! and~d!. With M519 modes, the peaks are sharper,
the wave numbers related to the low-order modes are well
separated, and even the fourth wave number is obtained. Ac-
tually, working with M larger than the correct number of
modes leads to the use of more equations than unknowns in
Eq. ~5!. The fact that some equations are redundant tends to
reduce the noise on the determination of the ESPE1 ,...,EM

of the phase unknownsz1 ,...,zM . This induces an effective
increase of the SNR before running the nonlinear part of the
inversion which is the search of the roots of a degree-M
polynomial. The price to pay when working with a largerM
is obviously an increase of the computational time. The up-
per limit for the number of modesM to be used in the inver-
sion is reached when a too-small number of elementary dis-
tancesd is available in the apertureL. Even if the inversion
is still accurate, the histogram then becomes noisy as in Fig.
3~d! because of the multivalued solutions of the wave num-
bers.

V. CONCLUSION

The ambition of this work was threefold. First, we have
presented in a classical configuration an original technique to
perform wave number estimation based on the Prony method
and the use of the elementary symmetric polynomials. Sec-
ond, knowing that this high-resolution technique is classi-
cally sensitive, we improved the signal-to-noise ratio by us-
ing holographic array processing on the hydrophone array.
Last, we solved the classical trade-off between resolution
and aliasing by representing all the multivalued solutions of
the inversion in a histogram. We then practically performed
wave number estimation from the recording of the acoustic
field on an apertureL. We studied the performance of this
algorithm with respect to the important parameters of the
problem: the horizontal aperture on which the array is towed,
the SNR, and the number of hydrophones in the vertical
array.

APPENDIX: USE OF ESPS

The goal of our modified Prony algorithm is to solve the
system of 2M equations~5! where theM principal unknowns
are thezm and theM auxiliary unknowns are theãm .

5
Pv~0!5ã11ã21¯1ãM

Pv~1!5ã1z11ã2z21¯1ãMzM

¯

Pv~M21!5ã1z1
M211ã2z2

M211¯1ãMzM
M21

¯

Pv~2M21!5ã1z1
2M211ã2z2

2M211¯1ãMzM
2M21

.

~58!

The principal unknowns are the ones we want to extract.
Each equation is linear with respect to the auxiliary un-
knownsãm .

The inversion technique is divided into three steps.

~1! We write symbolically theãm as a function of thezm and
Pv(0),...,Pv(M21) using the firstM equations of~5!.

~2! By replacing the expression of theãm into the lastM
equations of~A1!, we obtainM linear equations~9! be-
tween the elementary symmetric polynomials~ESP!
E1 ,...,EM of the unknownsz1 ,...,zM

5
Pv~M !5Pv~M21!E12Pv~M22!E2

1¯1~21!M21Pv~0!EM

Pv~M11!5Pv~M !E12Pv~M21!E2

1¯1~21!M21Pv~1!EM

¯

Pv~2M21!5Pv~2M22!E12Pv~2M23!E2

1¯1~21!M21Pv~M21!EM

. ~98!

This system is solved using linear inversion techniques in
order to obtain E1 ,...,EM as a function of the data
Pv(0),...,Pv(2M21).

~3! The zm are then the roots of a polynomial of degree
M whose coefficients are the ESPE1 ,...,EM .

The difficult part in the mathematical development of
this inversion technique is to obtain the linear system~9! at
stage 2. The calculation steps are long and tedious as soon as
M.2. As an example, we describe in more details below the
caseM52.

Case MÄ2

In this case, we obviously supposez1Þ0, z2Þ0, and
z1Þz2 ~otherwise it followsM50 or M51). Using Cram-
er’s rule in stage 1, we obtainã1 andã2 as a function ofz1 ,
z2 andPv(0), Pv(1):

ã15

UPv~0! 1

Pv~1! z2
U

U 1 1

z1 z2
U 5

z2Pv~0!2Pv~1!

z22z1
and ã2

5

U 1 Pv~0!

z1 Pv~1!
U

U 1 1

z1 z2
U 5

Pv~1!2z1Pv~0!

z22z1
. ~A1!

We then replaceã1 and ã2 in the last two equations of~5!,
which leads to

H Pv~2!5Pv~1!~z11z2!2Pv~0!z1z2

Pv~3!5Pv~0!~z11z2!2Pv~1!z1z2
. ~A2!

The new variables are now the two ESP ofz1 and z2 , E1

5z11z2 and E25z1z2 . The system~A2! is linear with re-
spect toE1 andE2 . A Cramer-type inversion gives
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E15
~Pv~2!!22Pv~1!Pv~3!

~Pv~1!!22Pv~0!Pv~2!
and E2

5
Pv~1!Pv~2!2Pv~0!Pv~4!

~Pv~1!!22Pv~0!Pv~2!
. ~A3!

Note that we must have (Pv(1))22Pv(0)Pv(2)Þ0 be-
cause of the initial statementz1Þ0, z2Þ0, andz1Þz2 .

Finally, Eq. ~A3! determinesz1 and z2 as the solutions
of the polynomial of degree two

b~Pv~1!!22Pv~0!Pv~2!cX22@Pv~1!Pv~2!

2Pv~0!Pv~4!#X1~Pv~2!!22Pv~1!Pv~3!50. ~A4!
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Travel time stability is investigated in environments consisting of a range-independent background
sound-speed profile on which a highly structured range-dependent perturbation is superimposed.
The stability of both unconstrained and constrained~eigenray! travel times is considered. Both
general theoretical arguments and analytical estimates of time spreads suggest that travel time
stability is largely controlled by a propertyv8 of the background sound-speed profile. Here,
2p/v(I ) is the range of a ray double loop andI is the ray action variable. Numerical results for both
volume scattering by internal waves in deep-ocean environments and rough surface scattering in
upward-refracting environments are shown to confirm the expectation that travel time stability is
largely controlled byv8. © 2004 Acoustical Society of America.@DOI: 10.1121/1.1648320#
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I. INTRODUCTION

Measurements made during the Slice89 propagation
experiment,1,2 performed in the eastern North Pacific Ocean,
suggested that in that environment the near-axial energy is
more strongly scattered than the energy corresponding to the
steeper rays. Similar behavior was subsequently observed in
measurements made during the AET experiment,3,4 also per-
formed in the eastern North Pacific Ocean. Motivated in
large part by these observations, several studies5–8 have been
carried out to investigate the dependence of ray stability on
environmental parameters. All of these studies have focused
on ray stability in either physical space~depth, range! or
phase space~depth, angle!. The present study extends the
earlier work by considering the sensitivity of ray travel times
to environmental parameters. Our focus on travel times is
more closely linked to the Slice89 and AET observations
than the earlier sensitivity studies inasmuch as both sets of
measurements were made in depth and time at a fixed range.

In this study we consider ray motion in environments
consisting of a range-independent background on which a
range-dependent perturbation, such as that produced by in-
ternal waves in deep-ocean environments, is superimposed.
We consider the influence of the background sound-speed
structure on both unconstrained and constrained~eigenray!
measures of travel time spreads. Surprisingly, the conclusion
of this work is that travel time stability is largely controlled
by the same property8 of the background sound-speed struc-
ture that controls ray trajectory stability. Although this work
was motivated by the deep-ocean measurements mentioned
above, the results presented apply to a much larger class of
problems. To illustrate this generality, we include numerical
simulations of ray scattering by a rough surface in upward-
refracting environments.

The remainder of the paper is organized as follows. In
Sec. II the equations on which our analysis is based are pre-
sented. These are the coupled ray/travel time equations writ-
ten in terms of both the usual phase-space variables and

action–angle variables. In Sec. III two simple expressions
for unconstrained travel time spreads in terms of action–
angle variables are derived~trivially ! and shown to be in
good agreement with numerical simulations. In Sec. IV an
expression for constrained~eigenray! time spreads is derived,
again using action–angle variables, and shown to be in good
agreement with numerical simulations. The same result was
recently derived using a different argument by Virov-
lyansky.9 The combination of the results presented in Secs.
III and IV provides strong evidence that, quite generally,
travel time spreads are largely controlled by the same prop-
erty v85dv/dI of the background sound-speed structure.
Here, 2p/v(I ) is the range of a ray double loop andI is the
ray action variable. In Sec. V our results are summarized and
discussed. Two explanations for whyv8 controls travel time
spreads are given.

II. BACKGROUND

A. Theory

This paper is concerned with the scattering of sound, in
the geometric limit, by weak inhomogeneities. Consistent
with these assumptions, our analysis is based on the one-way
form ~cf., e.g., Ref. 10 and references therein! of the ray
equations

dp

dr
52

]h

]z
,

dz

dr
5

]h

]p
, ~1a!

and travel time equation

dT

dr
5p

dz

dr
2h, ~1b!

where

h~p,z,r !52Ac22~z,r !2p2. ~2!

Here,r, which is the independent variable, denotes range;z
is depth;p is vertical ray slowness;T is travel time; and
c(z,r ) is sound speed. Equations~1! constitute a canonical
Hamiltonian system withh the Hamiltonian; (z,p) the gen-
eralized coordinate–conjugate momentum pair; andT play-

a!Author to whom correspondence should be addressed. Electronic mail:
fberon@rsmas.miami.edu
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ing the role of the mechanical action. It follows from Eqs.
~1a! and dz/dr 5tanw, where the ray anglew is measured
relative to the horizontal, thatcp5sinw. We shall assume
that the sound speed is the sum of a range-independent back-
ground component,C(z), and a~weak! range-dependent per-
turbation,dc(z,r ). This allows us to write the Hamiltonian
as the sum of a range-independent~integrable! compo-
nent, H(p,z)52AC22(z)2p2, plus a range-dependent
~nonintegrable! perturbation, dh(p,z,r )'2dc(z,r )/
@C3(z)H(p,z)#.

In the background environment, i.e., whendc50, the
ray motion is naturally described usingaction–angle vari-
ables (I ,q). The transformed ray equations maintain their
Hamiltonian structure with Hamiltonian H̄(I )
5H(p(I ,q),z(I ,q)), namely

dI

dr
52

]H̄

]q
50,

dq

dr
5

]H̄

]I
5v~ I !. ~3a!

The travel time equation, in turn, reads

dT

dr
5Iv2H̄1

d

dr
~G2Iq!. ~3b!

Here

G~z,I !5pI 6E
z2

z

djAC22~j!2H̄2~ I !, ~4!

where the6 sign applies to6p, is the ~multiply valued!
generating function of thecanonical transformationthat re-
lates implicitly the new variables (I ,q) to the original vari-
ables (p,z) through

p5
]G

]z
, q5

]G

]I
. ~5!

The action variable is defined by

I 5
1

2p R dz p5
1

p E
z2

z1

dzAC22~z!2H2, ~6!

where the loop integral is taken along an isoline ofH and
thus z6 corresponds to the ray upper~1! and lower ~2!
turning depths.

Equations~3a! show that in the background environment
each ray trajectory forms a closed loop in (p,z) space, or
phase space, on whichI is a constant. The line integral in Eq.
~6! can also be expressed as an integral over the enclosed
area in phase space. It follows from Eq.~6! that I 50 for the
axial ray and thatI increases monotonically as axial ray
angle increases. For rays making multiple loops,G advances
by 2pI andq advances by 2p each time a loop is completed.
Following a ray, the differenceG2Iq makes small oscilla-
tions about zero. The term d(G2Iq)/dr in ~3b! gives small
endpoint contributions toT. The fractional contributions
from this term toT are non-negligible only at very short
range. The contribution from this term to several of the ana-
lytical travel time-spread estimates presented below is zero.
In those cases where this contribution is not identically zero,
it is very small.

In range-dependent environments, i.e., withdcÞ0,
action–angle variables can be defined using the same rela-

tions as in the unperturbed environment.11 This is in fact
possible because the range-independent canonical transfor-
mation (p,z)°(I ,q) depends solely on the geometry of
phase space, characterized by the symplectic two-form
dp∧dz, which is the same withdc50 or dcÞ0; it doesnot
depend on the Hamiltonian itself~cf., e.g., Ref. 12!. It
is important to realize, however, that in the presence of
a range-dependent perturbationdc, the action variableI
as defined in Eq.~6! is not constant anymore because
H is not a first integral of ~1!. The Hamiltonian
in the new variables takes the formH̄(I )1dh̄(I ,q,r ),
where H̄(I )5H(p(I ,q),z(I ,q)) and dh̄(I ,q,r )
5dh(p(I ,q),z(I ,q),r ). The ray and travel time equations
then read

dI

dr
52

]dh̄

]q
,

dq

dr
5v1

]dh̄

]I
, ~7a!

and

dT

dr
5I

dq

dr
2H̄2dh̄1

d

dr
~G2Iq!. ~7b!

In realistic ocean environments Eqs.~7! are difficult to
apply because in such environments the dependence ofdh
on I andq is not known explicitly. Because of this, most of
the results presented below assume that the environment is
piecewise range independent. These results follow from
piecewise application of Eqs.~3!. This procedure eliminates
difficulties associated with the lack of availability of an ex-
plicit expression fordh̄(I ,q,r ). The endpoint correction
term d(G2Iq)/dr in ~3b! will be neglected throughout the
remainder of this paper.

The reason for introducing action–angle variables is that
these variables provide the most succinct description of the
underlying ray dynamics. The equations presented in the
next three sections that make use of action–angle variables
can also be written in terms of the original phase space vari-
ables (p,z), but the (p,z) form of the equations are more
complicated and obscure the important role, described below,
played byv8 in controlling travel time spreads.

B. Some qualitative features of scattered ray travel
time distributions

Some basic features of ray travel times in deep-ocean
environments without and with internal-wave-induced scat-
tering are shown in Fig. 1. Travel time and ray depth are
plotted atr 52 Mm for rays emitted from an axial source in
each of the two sound channels shown in Fig. 2. The non-
scattered ray travel times plotted in Fig. 1 correspond to rays
with launch anglesw0 confined to 4° bands. The scattered
ray travel times plotted in Fig. 1 correspond to an ensemble
of 200 rays with a fixed launch angle, each in the same
background sound-speed structure but with an independent
realization of the internal-wave-induced perturbation super-
imposed.~Independent realizations were generated using the
same internal wave field by staggering the initial range at
which rays were launched withDr 55 km; the vertical de-
rivative of internal-wave-induced sound-speed perturbations
has a horizontal correlation length shorter than 5 km,13 so
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this simple procedure ensures statistical independence.! Fig-
ure 1 shows two examples of a portion of what is commonly
referred to as atimefront, consisting of many smooth
branches that meet at cusps.

The internal-wave-induced sound-speed perturbation
used to produce Fig. 1—and all subsequent numerical calcu-
lations shown in this paper that include internal-wave-
induced sound-speed perturbations—was computed using
Eq. ~19! of Ref. 14. In that expressiony and t were set to
zero, i.e., a frozen vertical slice of an internal wave field was
assumed. The range-averaged buoyancy frequency profile
measured during the AET experiment was used. The dimen-
sionless strength parametersE and m were taken to be 6.3
31025 and 17.3, respectively. Horizontal wave number and
vertical mode number cutoffs of 2p km21 and 30, respec-
tively, were used. The resulting sound-speed perturbation

field is highly structured and fairly realistically describes a
typical deep-ocean midlatitude internal-wave-induced sound-
speed perturbation.

Figure 1 shows that internal-wave-induced scattering is
predominantly along the background timefront. Internal-
wave-induced scattering also causes a broadening of indi-
vidual branches of the timefront. This broadening occurs
even for a single realization of the sound-speed perturbation
field if rays with a dense set of launch angles are plotted. In
the two sections that follow, simple analytic expressions that
describe time spreads are derived and compared to numerical
simulations. These expressions describe:~i! the relatively
large scattering-induced travel time spreads along the time-
front seen in Fig. 1 as a function of range, without regard to
the depth or timefront branch on which a scattered ray falls;
~ii ! the relatively large scattering-induced travel time spreads
of rays whose turning history and final depth are fixed, but
whose final range is not; and~iii ! the relatively small
scattering-induced broadening of an individual branch of the
timefront at a fixed depth and range as a function of range or
ray double loops. We refer to~i! and ~ii ! as unconstrained
travel time spreadsand ~iii ! as a constrained travel time
spread. The latter is constrained by the imposition of an
eigenray constraint. Both unconstrained and constrained
measures of time spreads will be shown below to be largely
controlled byv8(I ).

It is not surprising that time spreads in the presence of
sound-speed perturbations are largely controlled byv8 inas-
much as travel time dispersion in the absence of perturba-
tions is controlled byv8. Equation~3b!, with the term d(G
2Iq)/dr neglected, can be integrated immediately to give

T~ I ;r !5@ Iv~ I !2H̄~ I !#r , ~8!

where, from the first of Eqs.~3a!, I is constant following a
ray. It follows that

dT/dI 5Iv8r , ~9!

where the second of Eqs.~3a! has been used. This simple
expression succinctly describes the travel time dispersion
seen in Fig. 1. In both environmentsv8 is negative for all
nonaxial rays; becauseI is a non-negative monotonically in-
creasing function ofuw0u for an axial source,~9! describes
the decrease in travel time with increasinguw0u that is shown
in Fig. 1.

For one of the rays used to produce Fig. 1~a!, the Hamil-
tonian h ~whose numerical value is identical to that ofH̄
1dh̄, although they depend on different variables! as a func-
tion of range is shown in Fig. 3. It is seen thath vs r consists
of a sequence of approximately piecewise-constant seg-
ments, separated by fairly narrow transition regions. The
transition regions coincide with each of the ray’s upper turn-
ing points. A useful and widely used approximation, theapex
approximation, assumes that the width of each transition re-
gion is negligibly small. In the action–angle description of
ray motion that makes use of the apex approximation,I is
piecewise constant following a ray, making jumpsDI of neg-
ligibly small width Dq at each upper turning depth of the
ray; between such jumpsq advances by 2p. A slightly re-
laxed form of the apex approximation in whichDq is treated

FIG. 1. ~a! Ray travel time and depth atr 52 Mm in the C0 sound channel
~cf. Fig. 2! without ~solid curve! and with ~dots! internal-wave-induced
sound-speed perturbations superimposed. The source is on the sound chan-
nel axis in both cases. In the absence of internal-wave-induced perturbations
8°<w0<12°, wherew0 is ray launch angle. In the presence of internal-
wave-induced perturbationsw0510° in each of 200 realizations of the in-
ternal wave field.~b! Same as~a! except that the C14 sound speed was used
with 10°<w0<14° without internal-wave-induced perturbations, andw0

512° with internal-wave-induced perturbations.

FIG. 2. Background sound-speed profiles used in the numerical work pre-
sented in Figs. 1, 3, 4, 8, 9, and 10.
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as a small parameter will be described in Sec. IV. Generally,
the apex approximation works fairly well in typical midlati-
tude deep-ocean environments for rays with axial angles
greater than about 10°; it is usually a poor approximation for
rays with axial angles less than approximately 5°. More gen-
erally, the apex approximation can be thought of as a special
case of a scattering model in whichI is piecewise constant
on a sequence of range intervals of variable extent. Such a
model is used in Secs. III and IV. Although the apex approxi-
mation is a special case, it is useful to focus on this special
case when considering constrained spreads because it is often
the case1,3,4 that only the steep ray travel time spreads can be
measured experimentally.

III. UNCONSTRAINED TIME SPREADS

A. Spreading along the timefront

In this section we imagine launching rays from a fixed
source location with a fixed launch angle in an ensemble of
oceans, each with the same background sound-speed struc-
ture, but with an independent realization of the internal-
wave-induced perturbation field superimposed. At a fixed
range we consider the resulting distribution of ray travel time
perturbations without regard to the final ray depth or the ray
turning point history. Such a distribution is seen in Fig. 1.

With the assumption thatI is piecewise constant follow-
ing a ray, it follows from Eqs. ~3!, neglecting d(G
2Iq)/dr , that

DT5E
0

r

dj I ~j!v8~ I ~j!!DI ~j!. ~10!

Here, DT5T2T0 , where T0(r ) is the travel time of the
unperturbed ray whose initial action isI 0 ; DI 5I 2I 0 ; andI
andv8 are understood to be piecewise-constant functions of
r. If the productIv8'I 0v8(I 0) over the domain ofI values
assumed by the ray between ranges 0 andr, then~10! can be
approximated by

DT'I 0v8~ I 0!E
0

r

dj DI ~j!. ~11!

Successive upper turns are typically separated by about 50
km, which is large compared to the horizontal correlation
length of internal-wave-induced sound-speed fluctuations, so
each perturbation toI is independent. This leads to
^(DI )2&1/2;r 1/2, where^•& indicates ensemble average, and,
in turn, to ^(DT)2&1/2;r 3/2. This r 3/2 dependence was previ-

ously derived by Henyey and Colosi~personal communica-
tion, 2002!, who also found that this dependence is in good
agreement with simulations.@Our simulations also indicate
that when ~11! is valid, then ^(DT)2&1/2;r 3/2; our focus,
however, is on the dependence of~10! and ~7! on the back-
ground sound-speed structure, viaIv8. We note, in addition,
that if ^(DI )2&1/2 is computed using an ensemble of rays with
the same launch angle then ther dependence of this quantity
is characterized by oscillations inr superimposed on ther 3/2

trend. The oscillations are caused by the cycling between
relatively small time spreads when distributions are centered
near the cusps where neighboring timefront branches join
and relatively large time spreads when distributions are cen-
tered near the midpoint of timefront branches. At long range
when scattered ray distributions are very broad, this effect is
greatly diminished.# At long range the contributions to~10!
or ~11! from ray partial loops near the source and receiver are
unimportant. Then, because 2p/v is the range of a ray double
loop, for a ray that has undergoneN apex scattering events
and hasN complete double loops,~11! can be further ap-
proximated

DT'2p
I 0v8~ I 0!

v~ I 0! (
i 51

N

~ I i2I 0!. ~12!

Equation~12! provides an explanation for the observa-
tion ~recall Fig. 1! that w0510° rays in the C0 environment
are more strongly scattered thanw0512° rays in the C14
environment; the same internal wave field was used to gen-
erate the ensemble of scattered rays, so the difference be-
tween these figures is due to the difference in the background
sound-speed profiles. Thew0512° rays in the C14 environ-
ment have auv8(I 0)u value that is approximately one-fourth
that of thew0510° rays in the C0 environment, and this
scattering-induced time spread is seen to be reduced by a
nearly commensurate amount, consistent with Eq.~12!. Ac-
cording to that equation, travel time perturbations are the
product of the amplification factorIv8/v and a term that
depends on the history of the scattering-induced perturba-
tions to the ray action variable.

It is convenient to introduce thestability parameter7,8,11

~13!

which, in addition to appearing in Eq.~12!, is a natural non-
dimensional measure ofv8. Figure 4 compares numerically
simulated time spreadŝ(DT)2&1/2 as a function of launch
angle w0 for a source on the sound channel axis atr
52 Mm to a in the two different background environments
shown in Fig. 2 on which identical internal-wave-induced
sound speed perturbation fields were superimposed. In the
Fig. 4 plots, dependence onI 0 is replaced by dependence on
the more familiar variablew0 ; for an axial source this con-
stitutes a simple stretching of the horizontal axis. Ensembles
of DT for rays with the same launch angle were generated
using the same technique that was used to generate Fig. 1.

FIG. 3. Hamiltonianh vs range for one of the scattered rays shown in Fig.
1~a! in the presence of an internal-wave-induced sound-speed perturbation
field.
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Figure 4 shows that in both environments almost all of
the structure seen in̂(DT)2&1/2 can be attributed to the sta-
bility parametera. This is because in the environments con-
sidered Eq.~12! is generally a good approximation to Eq.
~10!. Also, the dependence of( i 51

N (I i2I 0) on axial ray
angle is somewhat weaker than the dependence ofa on axial
ray angle. We conclude from Fig. 4 that travel time spreads
along the timefront are largely controlled by the background
sound-speed structure viaa, and that, provideda(I ) does
not have too much structure, the dependence ofDT on a in
Eq. ~10! can be taken outside the integral.

B. Spreading of rays with fixed turning history and
final depth

We now consider a different measure of unconstrained
travel time spread. To illustrate the generality of the results
presented, we consider rays in upward-refracting environ-
ments~Fig. 5! in the presence of rough surface scattering. In
such environments the action–angle form of the ray equa-
tions is unchanged. The actionI is defined as in~6! with the
upper turning depthz150 for all rays. It follows from Eqs.

~3! that the travel time for one ray cycle isT(I )52p@ I
2H̄(I )/v(I )#. At each reflection from the rough surface the
ray action gets modified. AfterN surface reflections andN
11 ray cycles, the travel time perturbation to the ray is

DTN'2p
H̄~ I 0!v8~ I 0!

@v~ I 0!#2 (
i 51

N

~ I i2I 0!, ~14!

whereI 0 is the initial action of the ray, and the first of Eqs.
~3a! has been used. Note that Eq.~14! constrains the ray
geometry and final ray depth but not the final range of the
scattered rays.

Figure 6 shows plots ofDT20, defined in~14!, vs launch
anglew0 for a source at the surface@so, again,w0(I 0) is a
simple stretching# in the environments shown in Fig. 5. The
rough surface was a single frozen realization of a surface
gravity wave field with ak27/2 surface elevation wave num-
ber spectrum with 0.02 rad m21<k<0.16 rad m21, Dk
51023 rad m21, and an rms slope of 431023. Ray reflec-
tions from this surface were specular, but with a linearized
boundary condition; the surface elevation was neglected, but
the nonzero slope was not approximated. The same environ-
ment was used in Ref. 8.

Consistent with Eq.~14!, Fig. 6 shows that travel time
perturbations are largely controlled by the background
sound-speed structure viaa, rather than details of the rough
surface.

IV. CONSTRAINED TIME SPREAD

In this section we focus on deep-ocean conditions and
consider the scattering-induced broadening of an individual
branch of the timefront. Note that this broadening is much
smaller than the scattering-induced spreading along the time-
front that was considered in Sec. III A. We refer to the broad-
ening of an individual branch of the timefront as a con-
strained time spread because to calculate this broadening two
constraints must be incorporated into the calculation. First,
the rays contributing to the spread must have the same fixed
endpoints in the (z,r ) plane. Second, the rays contributing to

FIG. 4. Estimates of unconstrained travel time spreads~upper panels! and
the stability parametera ~lower panels! as a function of launch angle in
background sound channels C0~a! and C14~b! ~cf. Fig. 2!. To generate the
upper plots, ray simulations based on Eqs.~1! were performed by launching
rays from a source located at the sound channel axis with a fixed launch
angle in an ensemble of 50 oceans, each with the same background sound-
speed structure, but with an independent realization of the internal-wave-
induced perturbation field superimposed.

FIG. 5. Background sound-speed profiles used to construct the curves in
Fig. 6.

FIG. 6. Upper panels: absolute value of the difference between perturbed
~rough surface! and unperturbed~flat surface! ray travel time after 20 sur-
face reflections as a function of initial ray angle at the surface for sound-
speed profiles PA~a! and PB~b! shown in Fig. 5. Lower panels: stability
parameter as a function of ray angle in each of the two environments.
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the spread must have the same turning point history, i.e., the
same ray inclination~positive or negative! at the source, and
the same number of turning pointsM ~upper and lower! be-
tween source and receiver. Note, however, that these con-
straints do not fix the values of the ray angle at either the
source or receiver.

The approach taken here to compute appropriately con-
strained travel time spreads is based on a perturbation expan-
sion that exploits the assumed smallness of the sound-speed
perturbationdc. The method by which the constraints are
incorporated into the travel time perturbation estimates pre-
sented below is different than the method that was used in
Ref. 15; that result will be discussed below.

The expression for travel time perturbation that is pre-
sented below consists of a sum of two contributions. One
contribution comes from a scattering model in whichI fol-
lowing a scattered ray is piecewise constant in the back-
ground environment. The other contribution comes from the
perturbation Hamiltoniandh. To compute the piecewise con-
stant I contribution, Eqs.~3! are applied piecewise, withI
making a jump at each scattering event. To impose the eigen-
ray constraint, the total range of each scattered ray must be
constrained to be equal to the range of the unperturbed ray.
In addition, the turning point history, starting depth, and end-
ing depth of the scattered ray must be the same as those of
the unperturbed ray. This is accomplished by constraining
the total change inq following the scattered ray to be equal
to that of the unperturbed ray. For some choices of the
source–receiver geometry this procedure exactly enforces
the eigenray constraint. In general, however, small endpoint
corrections must be applied. For simplicity, these small end-
point corrections will be neglected.

We assume that between source and receiver the envi-
ronment can be approximated asn piecewise range-
independent segments. LetI i denote the action of a scattered
ray in the ith segment whose horizontal extent isDr i

5Dq i /v(I i), and letĨ denote the action of the unperturbed
ray. The eigenray constraint requires the perturbed ray total
range,r, to be equal to the unperturbed ray total range. This
condition reads

r 5(
i 51

n
Dq i

v~ I i !
5

1

v~ Ĩ !
(
i 51

n

Dq i , ~15!

which, for sufficiently smallDI i5I i2 Ĩ , can be approxi-
mated by

v8~ Ĩ !

@v~ Ĩ !#2 (
i 51

n

DI iDq i5
1

2

d2

dI 2U
I 5 Ĩ

S 1

v D(
i 51

n

~DI i !
2Dq i .

~16!

The right-hand side term of~16! is almost always negligible
compared to the left-hand side term in deep-ocean environ-
ments, even at ranges comparable to basin scales. Then, be-
causeDq i5v(I i)Dr i'v( Ĩ )Dr i , the eigenray constraint re-
duces approximately to a statement that the range-weighted
average of the perturbed action is equal to the unperturbed
action, i.e.,

Ĩ'r 21(
i 51

n

I iDr i . ~17!

This equation constrains the action history of scattered
eigenrays.

The difference between the perturbed and unperturbed
ray travel times is

DT25(
i 51

n F I i2
H̄~ I i !

v~ I i !
GDq i2F Ĩ 2

H̄~ Ĩ !

v~ Ĩ !
G(

i 51

n

Dq i

'
v8~ Ĩ !H̄~ Ĩ !

@v~ Ĩ !#2 (
i 51

n

DI iDq i

2
1

2

d2

dI 2U
I 5 Ĩ

S H̄

v
D(

i 51

n

~DI i !
2Dq i

5
1

2

v8~ Ĩ !

v~ Ĩ !
(
i 51

n

~DI i !
2Dq i , ~18!

where the eigenray constraint~16! has been used. The reason
for introducing the subscript 2 will be clear below.
Virovlyansky9 recently provided an alternate derivation of
Eq. ~18! @written as an integral overr using Dq i

5v(I i)Dr i ]. We will discuss his result in more detail below.
The apex approximation is a special case of the analysis
leading to Eqs.~15!–~18!. If the contributions toDT2 from
the incomplete ray cycles at the beginning and end of the ray
path are neglected, Eq.~18! applies withDq i52p and n
5N, the number of complete ray cycles.~For largeN the
neglected incomplete ray cycle contributions toDT2 consti-
tute small corrections to the sum of the retained contribu-
tions.!

In the derivation of~18! it was assumed that, following a
scattered ray, the actionI is piecewise constant in the unper-
turbed environment. Relaxing that assumption leads immedi-
ately to a simple nonzero first-order estimate of an eigenray
travel time perturbation:T5* ds/c, where s is arc length
along an unperturbed eigenray pathz(r ), so dT
52* dsdc/c252* drdc/(c2 cosq). In terms of H(p,z)
anddh(p,z,r ), introduced earlier

DT15E
0

r

dj
dc~z~j!,j!

C3~z~j!!H~p~j!,z~j!!

'2E
0

r

djdh~p~j!,z~j!,j!

'2c0
21E

0

r

djdc~z~j!,j!, ~19!

wherec0 is a ~constant! reference sound speed.
BecauseDT2 is derived from the background Hamil-

tonianH while DT1 is linked to the perturbation Hamiltonian
dh, their contributions to the travel time perturbation are
additive

DT5DT11DT2 , ~20!

where DT1 and DT2 are defined in~19! and ~18!, respec-
tively. Expression~20! differs from Virovlyansky’s9 estimate
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of DT in that his expression included an additional term
which, like ~18!, is second order in small quantities, but
which is expected to grow more slowly in range than~18!.
Virovlyansky9 argued that the term not included in~20! can
be neglected. Note that the same symbolDT is being used to
denote a constrained~eigenray! travel time perturbation that
was used in the previous section to denote an unconstrained
travel time perturbation. This choice was made to keep the
notation simple. Also, for the same reason, we make no no-
tational distinction between a theoretical estimate ofDT and
a numerically computedDT.

In Ref. 15 an alternative@to Eq. ~19!# first-order expres-
sion for an eigenray travel time perturbation was derived.
That analysis was restricted to steep rays for which the apex
approximation is approximately valid. It was shown that
while a strict application of the apex approximation gives no
contribution toDT to first order inDI i @as in the derivation
of ~18!#, a relaxed form of the apex approximation, in which
I (q) is continuous in the transition region, gives a nonvan-
ishing first-order contribution toDT. In that analysis the
jump DI T5I i2I i 21 had a transition widthDqT , which is
assumed here to be small,DqT!2p. In the transition region
a particular formh̄(I 2qDI T /DqT) of the Hamiltonian was
assumed. This finite width transition region was shown to
contribute a travel time perturbation12DI TDqT for a single
scattering event. AfterN scattering events, assuming the
transition widthDqT of each is the same, this gives a con-
tribution

DT1
A5 1

2~ I N2I 0!DqT , ~21!

to DT. This expression will be discussed below as a possible
alternative toDT1 in ~20!. It should be emphasized, however,
that, unlike ~19!, formula ~21! is expected to be approxi-
mately valid only for steep rays.

Under typical deep-ocean conditionsDT1 dominates
DT2 at short range. For steep raysdc is negligible every-
where except near a ray’s upper turning points, which are
separated horizontally by a distance~approximately 50 km!
that is greater than the horizontal correlation length~approxi-
mately 10 km! of the sound-speed perturbation field. Be-
cause successive apex scattering events are independent,
DT1 grows diffusively, approximately like 0.7 ms
3@r /(50 km)#1/2 in our simulations. The alternate expression
DT1

A with DqT /(2p)'0.04 andDI rms'3 ms gives a similar
estimate. For steep raysDT2 , with n5N, Dq i52p, and
v8/v5a/I'0.2/(0.08 s), grows approximately like
0.13 ms3r /(50 km). Although this term is negligible at short
range, it dominatesDT1 at ranges greater than approximately
3 Mm. Note that whenDT2 dominatesDT1 , this equation
predicts a scattering-induced travel time bias in the direction
of sgnv8.

These observations are consistent with the simulations
shown in Fig. 7. There, scattered and unperturbed (dc50)
ray travel times are shown in the vicinity of two branches of
the timefront atr 51 Mm (N518) and r 53 Mm (N554).
At both ranges the source was on the sound channel axis in
the C0 environment shown in Fig. 2; launch angles for the
rays shown are near 10° at both ranges. In that environment
sgnv8521. It is seen in this figure that there is no indication

of a negative travel time bias at 1 Mm, while there is a clear
negative bias at 3 Mm, consistent with Eq.~20!. At ranges
sufficiently short thatDT1 dominates, travel time perturba-
tions of either sign can be expected asDT1 can be of either
sign. BecauseDT1 is a continuous function of launch angle,
the sign of the travel time perturbation should have a non-
zero correlation scale along the timefront. These features are
readily evident in our simulations in the presence of realistic
internal-wave-induced sound-speed perturbations.

Quantitative tests of the correctness of Eq.~20! are
shown in Fig. 8. There, numerically computed travel time
differencesDT are compared separately toDT1 and DT2

under conditions in which one of the two terms dominates
the other. The constrained travel time differenceDT was
computed using a single realization of an internal-wave-
induced sound-speed perturbation as the travel time differ-
ence between perturbed and unperturbed rays whose turning
history, range, and final depth are the same. In Fig. 8 atten-
tion is restricted to rays that are sufficiently steep that the
apex approximation is approximately valid, but not so steep
that rays reflect off the surface.

In Fig. 8~a! numerically simulated travel time differ-
encesDT are compared to numerical estimates ofDT1 at r
5100 km; for the rays used to construct this plot the mean
value of DT2 is approximately20.25 ms, which is seen to
account for most of the difference betweenDT and DT1 .
Apart from this small offset, simulated travel time differ-
encesDT are seen to be accurately predicted byDT1 . In Fig.
8~b! simulated travel time differencesDT are compared to

FIG. 7. ~a! Ray travel time and depth of rays with positive launch angles
and which haveN518 upper turning points atr 51 Mm in the C0 environ-
ment shown in Fig. 2. The solid curve corresponds to rays in the absence of
internal-wave-induced scattering. Dots correspond to rays scattered by in-
ternal waves.~b! Same as the left panel except thatr 53 Mm andN554.

FIG. 8. ~a! Constrained travel time perturbation (DT) vs Eq.~19! (DT1) at
r 5100 km for rays with axial launch angles 0.5°<w0<14° in the C0 en-
vironment with an internal-wave-induced sound-speed perturbation super-
imposed.~b! As in ~a! but vs Eq.~18! (DT2) at r 53 Mm and for rays with
11°<w0<13.5°.
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DT2 ~with n5N and Dq i52p) at r 53 Mm; for the rays
used to construct this plot the rms value ofDT1 is approxi-
mately 5 ms, which is seen to represent a small but not
negligible correction, on average, toDT2 . The agreement
betweenDT and DT2 in this plot is seen to be very good,
indicating that for the rays used to construct this plotDT2 is
a very good predictor ofDT. Overall, for steep rays we have
found very good quantitative agreement at short range be-
tweenDT andDT1 , and very good quantitative agreement at
long range betweenDT andDT2 .

At intermediate ranges one would hope that the sum
DT11DT2 would be a good predictor ofDT. In our simu-
lations this was true only for ranges of approximately 500
km or less. Our interpretation of this observation is that at
ranges greater than this approximate limit, the first-order
term DT1 starts to fail as a deterministic predictor of the
difference betweenDT and DT2 ; Eq. ~19! fails when the
spatial separation between perturbed and unperturbed eigen-
rays exceeds the local correlation length ofdc. Our simula-
tions indicate, however, that at ranges between 0.5 and 3 Mm
DT11DT2 remained a good statistical predictor forDT.
Similarly, our simulations indicate that for steep rays with a
least one upper turnDT1

A1DT2 is a good statistical predictor
of DT. Unlike DT1 , however,DT1

A was not found to be a
good deterministic predictor forDT at short range. The fail-
ure ofDT1

A as a deterministic predictor ofDT, we believe, is
attributable to the overly idealized form of the Hamiltonian
in the apex transition region that was used to derive Eq.~21!.

Figure 9 shows plots ofDT vs launch angle anda vs
launch angle atr 53 Mm in each of the two background
sound-speed profiles shown in Fig. 2. Again, the constrained
travel time spreadDT was computed using a single realiza-
tion of an internal-wave-induced sound-speed perturbation as
the difference between the perturbed ray travel time and the
travel time of the unperturbed ray with the same turning
history and the same final depth as the perturbed ray. The
small gaps in the plot correspond to perturbed rays whose
final depth lies outside the bounds of the portion of the time-

front which has the same turning history as the perturbed ray.
In Fig. 9 ray angles are not limited to the band for which the
apex approximation is expected to be valid. Because~18!
remains valid across the entire band, however, the trend in
a(w0) should be approximately reproduced in theDT(w0)
points plotted. This is seen to be the case; variations inDT
are caused by variations in( i 51

n (DI i)
2Dq i . The probable

cause of the positive values ofDT for near-axial rays in the
C0 environment seen in Fig. 9 will be discussed below. Even
after fitting a smooth curve through the fluctuations seen in
the Fig. 9DT plot for the C14 environment, the peak inuDTu
is seen to be less pronounced than the peak inuau. This is
expected because the scattering process leads to a local av-
erage over a band of adjacenta values. With these minor
caveats, Fig. 9 shows that constrained travel time spreads at
long range are largely controlled by the background sound-
speed structure via the stability parametera. The same con-
clusion can be drawn from Fig. 8~b!.

The probable cause of the positive computed values of
DT for near-axial rays seen in Fig. 9 in the C0 environment
is not the failure of Eq.~18!; rather, it is the failure of our ray
labeling scheme for near axial rays. We have implicitly as-
sumed that the ray identifier6M uniquely identifies each
timefront branch. This assumption fails for near-axial rays.
~The assumption also fails for steep rays in the vicinity of the
cusps where adjacent timefront branches join, and whenever
v8 has isolated zeros. We have intentionally avoided the lat-
ter situation.! The correct way to identify timefront branches
is by the Maslov index10 m which, for waves in two space
dimensions, advances by one unit each time a caustic is
touched. For near-axial rays the portion of the timefront cor-
responding to a constant value of the ray identifier consists
of two adjacent partial branches joined at a cusp. For these
rays a ray-identifier-based definition ofDT can lead to either
undefined or nonuniquely definedDT values.

In addition to the recent work of Virovlyansky,9 the re-
sults reported in this section are closely related to recent
work by Godinet al.16 Those authors derived an expression
for an eigenray travel time perturbation consisting ofDT1

plus three second-order correction terms. We note, in particu-
lar, that one of the second-order terms that was derived is
due to scattering out of the (z,r ) propagation plane, an effect
not considered here or in Ref. 9. It was shown in Ref. 16 that
out-of-plane scattering results in a negative travel time bias
which is small at short range but grows liker 2. The numeri-
cal simulations presented in Ref. 16 using an internal-wave-
induced sound-speed perturbation suggest that the contribu-
tion to the total travel time perturbation due to the out-of-
plane scattering should dominate the contribution from our
DT2 ~18! at ranges in excess of approximately 2 Mm.

V. DISCUSSION AND CONCLUSIONS

In this paper we have investigated three measures of
travel time spreads for sound propagation in environments
consisting of a range-independent background on which a
range-dependent perturbation is superimposed:~i! uncon-
strained spread of ray travel time along the timefront;~ii !
unconstrained spread of rays whose turning history and final

FIG. 9. Travel time differenceDT5TIW2T0 at r 53 Mm vs ray launch
anglew0 for an axial source, and stability parametera vs w0 , in each of the
environments C0~a! and C14~b! shown in Fig. 2. Here,TIW is the travel
time of a ray in the presence of an internal-wave-induced sound-speed per-
turbation field, andT0 is the travel of a ray in the same background envi-
ronment, but without the sound-speed perturbation field superimposed,
whose turning point history and final depth are the same as those of theTIW

ray.
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depth are fixed but whose final range is not; and~iii !
scattering-induced broadening of an individual branch of the
timefront at a fixed location. All three measures of time
spreads were shown to be largely controlled by a propertyv8
of the background sound-speed profile. Surprisingly, this is
the same property that controls ray spreading and, hence, ray
amplitudes.8 We now present two arguments that provide
some insight into why travel time spreads should be con-
trolled by the same property of the background sound-speed
profile that controls ray spreading.

The variational equations that describe how small per-
turbations (dI ,dq,dT) evolve in the extended phase space
(I ,q,T) are given by

d

dr S dI
dq
dT

D 5F 0 0 0

v8 0 0

Iv8 0 0
G S dI

dq
dT

D
1F 2] Iqdh̄ ]qqdh̄ 0

] II dh̄ ] Iqdh̄ 0

I ] II dh̄ I ] Iqdh̄2]qdh̄ 0
G S dI

dq
dT

D ,

~22!

where a shorthand notation for partial differentiation has
been introduced. In general, Eqs.~22! and~7! constitute a set
of six coupled differential equations. For the special case
dh̄50, I andv8 are constant following trajectories and~22!,

like ~7!, have a simple analytical solution. For the class of
problems treated in this paper the nonzero sound-speed per-
turbation terms in the second matrix on the right-hand side of
~22! are generally much smaller than thev8 andIv8 terms in
the first matrix, corresponding to contributions from the
background sound-speed profile. Thus, one expects that ge-
nerically the dominant cause of the growth of (dI ,dq,dT) is
the background sound-speed structure viav8, rather than the
small sound-speed perturbation terms. Loosely speaking, the
perturbation terms provide a seed for the growth of
(dI ,dq,dT), while subsequently growth of these quantities
is largely controlled byv8.

Additional insight into the role played byv8 is obtained
by making a fluid mechanical analogy. Equations~1! define a
flow in the three-dimensional space (p,z,T) with velocity
components d(p,z,T)/dr . ~Recall thatr plays the role of the
independent or time-like variable in the one-way ray equa-
tions.! Alternatively, the flow in this three-dimensional space
can be described using action–angle variables (I ,q,T). The
coordinates (I ,q,T) behave qualitatively like cylindrical co-
ordinates~r,u,z!, say. If we neglect the contributions from
the sound-speed perturbation termdh̄, then the velocity
components of the background flow in these coordinates are
uI5dI /dr 50, uq5(dq/dr )I 5vI , and uT5dT/dr 5Iv
2H̄. The strain rate tensor, which in cylindrical coordinates
is17

S5F ]rur
1

2
@r21]uur1r]r~r21uu!#

1

2
~]zur1]ruz!

1

2
@r21]uur1r]r~r21uu!# r21~ur1]uuu!

1

2
~]zuu1r21]uuz!

1

2
~]zur1]ruz!

1

2
~]zuu1r21]uuz! ]zuz

G , ~23!

describes how small elements of fluid are deformed by the
flow. With the identification (I ,q,T)↔(r,u,z) and with the
velocity field (uI ,uq ,uT) defined above, the strain rate ten-
sor is

S5F 0
1

2
Iv8

1

2
Iv8

1

2
Iv8 0 0

1

2
Iv8 0 0

G . ~24!

Although ~24! is only qualitatively correct@because of the
qualitative connection between (I ,q,T) and ~r,u,z!#, the
conclusion to be drawn from this tensor is extremely impor-
tant: deformation of small elements of the extended phase
space (I ,q,T) by the background sound-speed structure is
caused entirely by shear~off-diagonal elements ofS! and is

quantified by the productIv8. This behavior is consistent
with the discussion above concerning Eq.~22! and the
growth of small perturbations in the extended phase space
(I ,q,T).

Arguments similar to those given above relating to Eqs.
~22! and ~24! were given in Ref. 8; in that study, however,
attention was confined to ray spreading in (p,z) or, equiva-
lently, (I ,q). That problem is described by the first two of
Eqs.~1! or ~7!, the upper 232 system in Eqs.~22! and~24!,
etc. In that study it was shown that ray spreading is largely
controlled byv8. The surprising result of the present study is
that travel time spreads are also largely controlled byv8.
This is evident from the unconstrained and constrained travel
time spread estimates,~10!, ~14!, ~18!, and ~20!, and the
more heuristic arguments associated with Eqs.~22! and~24!.

Inasmuch as the AET experimental observations3,4 pro-
vided much of the motivation for the present work, it is
noteworthy that the results presented here are consistent with
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the ray-based analysis of those observations presented in
Ref. 15. Two points relating to the results in Ref. 15 deserve
further comment. First, it was argued in Ref. 15 that, for
moderately steep rays, constrained travel time spreads could
be approximately estimated usingDT1

A , Eq. ~21!. This is
moderately surprising in that the AET range was 3.25 Mm,
which is large enough that one would expect that the second
term on the right-hand side of~20! should be important. The
neglected term, however, is proportional toa, which is un-
usually small~cf. Ref. 15! in that environment for the rel-
evant band of launch angles. Thus, the estimated travel time
spread reported in Ref. 15 is close to what one obtains using
both terms on the right-hand side of Eq.~20!. Second, it was
noted in Ref. 15, without explanation, that in the AET envi-
ronment constrained travel time spreads are much larger for
near-axial rays than for steeper rays. This behavior is consis-
tent with Eq. ~20! and the observation15 that in the AET
environmentuau is very large for the near-axial rays.

The results presented in this paper, coupled with those
presented in Refs. 8 and 9, represent an important step to-
ward the development of a theory of wave propagation in
random inhomogeneous media~WPRIM!. These studies
have shown that both ray amplitude statistics and ray travel
time statistics are largely controlled by the background
sound-speed profile, viav8. It follows that finite frequency
wave field intensity statistics should also be largely con-
trolled by the background sound-speed profile viav8. This is
different from the classical treatment of the problem of wave
propagation in random media~WPRM!, which assumes that
the background sound-speed structure is homogeneous—for
which v850. Ideally, one would like to develop a uniformly
valid theory of WPRIM that reduces to known WPRM re-
sults in the limitv8→0. A more modest goal is to develop an
approximate theory of WPRIM, appropriate for long-range
underwater sound propagation, that treats the case where the
wave field intensity statistics are largely controlled byv8. To
develop such a theory the results presented here and in Refs.
8 and 9 have to be combined and extended. Necessary ex-
tensions are the inclusion of finite frequency effects~inter-
ference and diffraction! and a more accurate treatment of the
link between sound-speed perturbations and perturbations to
I andq. These topics will be explored in future work.
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A new, efficient, versatile ray-based model is presented that performs geoacoustic inversions in
range-dependent ocean waveguides faster than alternative forward models for which the
computation time becomes extremely long, especially for broadband inversions. The water
propagation is approximately separated from the seabed interaction using predetermined bathymetry
and a possibly range-dependent water sound speed profile. The geometrical optics approximation is
used to calculate eigenrays between sources and receivers, including bottom reflecting paths.
Modeled broadband pressure fields are obtained by computing the plane wave reflection coefficient
at specific angles and frequencies and by then linking this result with the bottom reflected eigenrays.
Each perturbation of the seabed requires a recalculation of the plane wave reflection coefficient, but
not a recalculation of the eigenrays, resulting in a highly efficient method. Range-independent
problems are treated as a limiting case of the approach. The method is first described and then
demonstrated with a few simple range-independent theoretical models. The versatility of addressing
range-dependence in the bottom seabed is demonstrated with a simulated data set. Finally, the new
model is applied to inversion from a measured data set, taken with impulsive sources, for both
range-independent and range-dependent continental shelf environments. ©2004 Acoustical
Society of America.@DOI: 10.1121/1.1646405#
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I. INTRODUCTION

Geoacoustic inversion techniques have a long history in
both land and ocean environments. Seismology, natural re-
source exploration, earthquake studies, and moving vehicle
detections—all benefit from having an accurate environmen-
tal description. The last 10 or more years have seen a dra-
matic increase of interest in shallow water environments and
littoral regions, the characteristics of which typically involve
range dependence. Shallow water and shelf regions have
been a primary focus of geoacoustic inversion studies from
their inception.

Similarly, sound propagation predictions in ocean envi-
ronments rely on accurate knowledge of the area under con-
sideration. Water sound speed profiles, bathymetry, and the
underlying bottom structure are important physical proper-
ties that influence sound propagation, and all are possibly
functions of depth and range. In addition, frequency bands of
interest often range from a few Hz up to tens of kHz. How-
ever, obtaining the complete parameter description required
for these calculations by such methods as sediment coring is
costly. Thus, the ability to infer parameter values from a
limited amount of experimental acoustic data is an attractive
alternative in many regions of interest.

Current inversion methods are based on combining an
accurate optimization method, which varies selected geoa-
coustic parameters, with a forward propagation model. At
each call to the forward model, a cost function is evaluated
and stored. Finding the global minimum of this cost function
results in the best solution of the bottom parameters for the
assumed seabed representation, acoustic data, and propaga-
tion model adopted for the inversion. Forward model choices
may include, but are not limited to, normal modes, parabolic

approximation~PE! models, and geometric approximations
~ray theory!. For range-dependent environments, adiabatic-
mode, coupled-mode, PE, or ray trace models could be used.
In principle, a full-wave approach with any of these models
could be developed for both types of environments, but the
computation time could be excessive for practical applica-
tions involving many forward calls.

Improving efficiency and accuracy of the optimization
algorithm is an ongoing topic of research. Recent
workshops1,2 have demonstrated several techniques for opti-
mization, including simulated annealing,3–6 genetic
algorithms,7 and least squares.8 Collins and Fishman intro-
duced a rotated coordinate approach to improve the effi-
ciency of simulated annealing.9 Recent developments of this
rotated coordinate approach involve ordering the inversion
parameters based on their perturbative sensitivities and un-
covering any couplings that exist between the parameters.10

Another advance involves hybrid methods, which combine a
gradient method with a global method to increase
efficiency,11–13 one example being a method combining
simulated annealing with a Levenberg–Marquardt gradient
approach.14 This technique quickly improves the estimate of
the current minimum’s location at each temperature reduc-
tion by applying the gradient calculation. A recent applica-
tion of the simulated annealing approach to a range-
independent data set is given in Ref. 15.

The technique presented in this paper is intended to sim-
plify and accelerate the inversion process by using a ray-
based approach. The forward model is constructed by first
calculating the propagation paths in the water column from a
range-dependent ray model. The ray paths are linked to bot-
tom interaction effects by the plane wave reflection coeffi-
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cient at the ray-path bottom angles. Range-independent en-
vironment calculations are simplified because each bottom
interaction of a given ray path has the same grazing angle,
whereas for variable bathymetry, the range at which each
bottom interaction occurs must be stored along with the cor-
responding grazing angle.

One of the techniques presented here is that of separat-
ing the water column propagation from the bottom interac-
tion, which allows any plane wave reflection coefficient
model to be used for the bottom interaction description.
Thus, the method is adaptable to future advances in bottom
loss measurements and/or theory, but can also be used with
previous models. The measurement of bottom loss or reflec-
tion coefficients has a long history in ocean acoustics.16–18

Signals from explosive charges in deep-water regions were
analyzed with ray theory to arrive at reflection loss as a func-
tion of angle and frequency.19,20 Many theoretical models
have been developed to describe reflection coefficients from
stratified layers.21

For the analysis presented here with real data, an order
of magnitude gain in the inversion time was achieved by use
of the plane wave reflection coefficient~PWRC! method
rather than a normal mode forward model for a range-
independent example. Inversions in range-independent or
range-dependent environments requires approximately the
same run time for the PWRC method, whereas an inversion
with a broadband PE model would be slower by at least an
order of magnitude.

The efficiency of the PWRC method is due in part to the
water-borne eigenray paths being calculated once prior to
invoking the inversion procedure. The frequency dependence
of the pressure field occurs in the phase associated with the
ray path travel time and in the reflection coefficients. Beam
displacement at the water–sediment interface would depend
on frequency and grazing angle, which would then require a
recalculation of the water-borne eigenrays at each inversion
step. This would reduce the efficiency of the inversion pro-
cedure and is not performed in the PWRC method. The field
contribution from the bottom interactions does, however,
partially include beam displacement effects associated with
internally reflected or refracted returns from the sediment
since the complex bottom reflection coefficients are obtained
from a full wave solution.

The propagation formalism is developed in Sec. II, with
progressively more complicated examples showing the accu-
racy of a plane wave reflection coefficient approach. One of
the goals of this study was to understand the low frequency
limits of the PWRC method since beam displacement at the
water–sediment interface is not included in the model. Fre-
quencies 25–200 Hz are examined in the PWRC method
examination presented in Sec. II. A brief discussion of the
inversion technique, including the range-dependent ray
model, is presented in Sec. III. Results of the application of
the method to both simulated and measured data are pre-
sented in Sec. IV. The simulated data in Sec. IV A demon-
strate two main points. First, the PWRC method has the ca-
pability of resolving thin-layer environments. Second, this
method is also easily adapted to possible range dependence
in the seabed by storing the ranges of each interaction and

dividing the waveguide into range segments. Finally, the in-
version of a measured data set is presented in Sec. IV B, and
the resulting inversion demonstrates that a geometrical ap-
proach in shallow water environments can yield accurate and
timely geoacoustic inversion results for both range-
independent and range-dependent data. The range-
independent data are analyzed first. Next, the resulting in-
verted parameters are used to assess the accuracy of the
range-dependent inversions. The importance of having reli-
able sound speed profile data is revealed for the range-
dependent analysis. A brief summary is presented in Sec. V.

II. REFLECTION COEFFICIENT FORMALISM

This section describes the theoretical development of the
PWRC approach to geoacoustic inversion. The pressure field
is modeled approximately by separating ocean propagation
ray paths from the layered bottom interaction. The bottom
interaction is included by using a full wave description, mak-
ing the PWRC method a hybrid model. This is in contrast to
a full ray theory approach, which traces rays into the bottom
layers. The equations which describe the PWRC model are
first presented and then compared to full ray theory.

The general form of the equation that describes the
PWRC process is given by

Pm5(
j 51

nr

)
n85 i

nt, j

@RS~un8, j !#
i )
n5k

nb, j

@RB~un, j !#
kGje

ivt j , ~1!

whereRS and RB are the surface and layered-bottom plane
wave reflection coefficients, respectively, and are derived
from wave theory. The frequency isf 5v/2p, t j is the
water-borne ray travel time, and the geometric spreading
loss,Gj , for the water-borne ray pathj is given by

Gj5A coscs, j

r ~dr/dcs, j !sinc r , j
, ~2!

with cs, j and c r , j being corresponding ray angles at the
source and receiver, respectively, for thej th ray when the
source-to-receiver range isr.

In Eq. ~1!, the indexk is defined to be

k5H 1 for range-dependent environments,

nb, j for range-independent environments.
~3!

Similarly, for the surface reflections,i 5nt, j (1) for range-
independent~dependent! environments, whilenr is the total
number of ray paths included at receiverm, andnt, j andnb, j

are the total number of top and bottom interactions for ray
path j, at corresponding anglesun8, j and un, j , respectively.
Hereun8, j is thenth top bounce for thej th ray, andun, j is
the grazing angle for thenth bottom bounce.RB(un, j ) in-
cludes the effect of all orders of internal reflections in the
sediment. For surface reflectionsRS521 is assumed to hold
for all the examples and analyses presented here.

It is important to distinguish the PWRC model from ray
theory. The ray approximation within a single, constant
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sound speed, range-independent water layer, written in terms
of individual bounces and ignoring any losses, is given
by22,23

P5(
j 50

Nray

GjR̄j~ ūw, j !e
ivt̄ j , ~4!

where j 50 corresponds to the direct path withR̄0( ūw, j 50)
51. The angle indexw refers to the incident grazing angle
for each ray at the water-layer interface,ūw, j is the bottom
grazing angle for thej th eigenray, andNray is the total num-
ber of rays included in the pressure field,P. The ray reflec-
tion coefficient R̄j ( ūw, j ) is the combined reflection-
transmission coefficient for each ray, withj 51
corresponding to reflection from the layer without penetra-
tion, j 52 corresponding to one layer traversal, etc., i.e.,
multiple reflections within each layer, as well as refraction
within a layer. The notation,R̄, is used to distinguish the ray
reflection coefficients from the PWRC reflection coefficients
throughout this paper.

To properly include the contribution from higher order
layer traversals, different eigenray grazing angles are re-
quired. The ray travel time is given byt̄ j , and the geometric
spreading loss for fixed source-to-receiver depth and range is
given by Eq.~2!.

To examine the accuracy of the PWRC model and to
understand its differences from ray theory, it is helpful to
present the transmission loss~TL! calculated from the com-
plex pressure field for several examples. First, the field from
the interaction with an interface between two fluid half-
spaces is examined. This is followed by a discussion of the
Pekeris waveguide. Then the reflection from a single fluid–
sediment layer is analyzed. For the case of reflection from a
single layer, the relationships among the full wave model,
ray theory with layer-penetrating paths, and the PWRC
model will be illustrated. These scenarios are represented in
Fig. 1. As another benchmark, comparisons to the normal
mode solution are also presented for some of these examples.

A. Two fluid half-spaces

For a point source located atzs above the interface be-
tween two fluid half-spaces, the total pressure field at a re-
ceiver located within the same half-space as the source can
be written as

F~r ,z,zs!5
Sv

2p E
0

`

G~k,z,zs!J0~kr !k dk, ~5!

where z,5min(z,zs), z.5max(z,zs), and Sv is the source
term which does not need specification since TL compari-
sons between the models will be discussed below and are
calculated relative to the intensity at 1 m from the source.

The Green’s function is derived from the continuity of
the potential and the depth derivative of the potential across
the interface between layers and from the discontinuity of the
depth derivative of the potential at the source. The result is24

F~r ,z,zs!5
Sv

2p E
0

`Fa0~r1 /r0!cosha0z,1a1 sinha0z,

a0~a0~r1 /r0!1a1! Ge2a0z.J0~kr !k dk, ~6!

wherea j5Ak22kj
2 with kj5v/cj , j 50,1. Here,c0 is the sound speed in the upper half-space fluid, typically water, which

contains the source and receiver. The lower half-space exhibits a higher sound speedc1 . Figure 1~a! depicts the reflection from
this fluid–fluid interface.

FIG. 1. Sketches of the reflection from the fluid-over-fluid half-space~a!,
Pekeris waveguide~b!, and a single layer between two half-spaces~c!. The
solid lines represent the PWRC method, whereas the dashed lines in~c!
represent ray paths with multiple layer traversals. The source, receiver, bot-
tom reflection coefficient, density, and sound speed are identified by S, R,
RB, r, and c, respectively.
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The reflection coefficient obtained from Eq.~6! by sepa-
rating the upgoing and downgoing fields is

Rhs5
~a0r12a1r0!

~a0r11a1r0!
, ~7!

wherer j is the density of layerj. This is the reflection coef-
ficient used in the PWRC method and is equivalent to the ray
reflection coefficient given by25

V5
~m cosu02n cosu1!

~m cosu01n cosu1!
, ~8!

wherem5r1 /r0 , n5c0/c1 , k5kj cosuj , with u j , j 50,1,
corresponding to the angles from the normal of the incident
and transmitted rays. The boundary conditions are continuity
of pressure and of the normal derivative of the pressure at the
interface between half-spaces. This result shows that, for re-
flection in a water half-space from a higher speed fluid half-
space, the PWRC method will approach the ray solution for
all frequencies, if the eigenray angles are used to evaluate the
reflection coefficient. This result ignores any corrections that
account for interface wave phenomenon.

Figure 2 shows three TL model solutions for a source
and receiver depth located 100 m and 80 m from the inter-
face between the half-spaces, respectively. The three solu-
tions plotted in Fig. 2~a! are the analytic, normal mode, and
ray approximation, at a frequency of 100 Hz. The PWRC
method is equivalent to the ray approximation for this prob-
lem, as stated above. The normal mode solution was ob-
tained using the propagation model ORCA,26 using the com-
plex horizontal wave number normal modes. The upper half-
spaces containing the source and receivers had a sound speed
c051500 m/s and a densityr051.0 g/cm3, with a slight
density change tor051.1 g/cm3 at a depth of 5000 m from
the interface, while the lower half space, assumed to be ho-
mogeneous, had a sound speedc152000 m/s and a density
r151.5 g/cm3. To obtain the analytic solution, the right-
hand side of Eq.~6! was calculated numerically.27 This solu-
tion was shown in Ref. 27 to be equivalent to the solution
obtained from the full wave model, OASES.28 The wave-
number integration scheme used in OASES was used for the
analytic solutions presented here; namely, minimum and
maximum phase speed are initially specified along with a
number of integration points, and from these the maximum
wave number included in the integral is calculated. The
phase speed bounds are chosen such that the integrand is
negligible outside@cmin ,cmax#. Typically, cmax51020, and
cmin510% of the minimum sound speed in the problem. The
analytic solution is presented here to provide insight into
detailed comparisons with both the ray and PWRC solutions,
as discussed below.

For this example and at 100 Hz~or greater!, the PWRC
method is comparable in accuracy to the normal mode and
analytic solutions. At frequencies below 50 Hz, however, the
ray approximation loses accuracy at ranges exceeding 150 m,
where the interference of the direct and bottom-reflected
paths produces a shift in the nulls of the TL compared to the
normal mode and analytic solutions, as demonstrated in Fig.

2~b!. This shows that, for the half-space example, the PWRC
method is limited by the ray theory approximation of the
complex pressure field.

B. Pekeris waveguide

The second example illustrating the lower frequency
limits of the PWRC method for waveguide-type problems is
the Pekeris waveguide with a vacuum above the upper inter-
face and a lower half-space with a sound speed greater than
that of the water layer. Using a source and receiver inside the
100 m thick water layer, as depicted in Fig. 1~b!, reflection
from the lower half-space was examined. The surface reflec-
tion coefficients are given byRS521 for all un8, j , as stated
previously;RB is given by Eq.~8!. A comparison of the ray
model solution and the PWRC calculation shows exact
agreement, neglecting any interface wave effects, since the
reflection coefficients are equivalent. Convergence of the
field is achieved after five traversals of the waveguide for the
PWRC and ray solutions; however, three times this number
of traversals were included for the results presented here to
assure convergence at these ranges.

FIG. 2. Transmission loss for a source and receiver located 100 m and 80 m,
respectively, above the interface, between two fluid half-spaces.
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TL at 25, 45, 105, and 205 Hz is shown in Fig. 3 for the
normal mode and PWRC solutions. The source depth was
zs520 m, the receiver depth waszr525 m, c51500 m/s,
r51.0 g/cm3, and the underlying substrate had a sound
speedc152000 m/s and a densityr151.5 g/cm3. The com-
parisons to the normal mode model solution~calculated in
the complex horizontal wave-number plane! illustrate the ac-
curacy of the PWRC method as a function of frequency. The
PWRC model at 25 Hz produces destructive interference
~Lloyd’s mirror! that is too strong at ranges where bottom
reflections contribute. For these examples, ray theory solu-
tions, ignoring beam displacement, are equivalent to the
PWRC method since the reflection is from a half-space. The
agreement between ray theory and the normal mode solution
could be improved by accounting for beam displacement;
however, the point is to illustrate the low frequency limit of
the PWRC method when these effects are excluded. As ex-
pected, the PWRC solutions improve with increasing fre-
quency. For frequencies above 50 Hz, i.e., wavelengths less
than 0.3 water depths, good agreement is seen between the
normal mode and PWRC solutions. This approximate lower
frequency limit of 50 Hz was also substantiated with the
ONR Inversion Techniques~IT! workshop synthetic data,
test cases I and II~Ref. 29!.

C. Penetrable layer between two fluid half-spaces

The next comparison was made with a fluid layer of
thicknessL, inserted between two half-spaces, with the upper
half-space representing the ocean and the lower half-space, a
penetrable substrate. The sound speed in the layer is greater
than that in the ocean, but less than in the penetrable sub-
strate. The source and receiver are located in the ocean, and
reflection from the fluid layer was considered. Comparisons

between the analytic solution and the ray model were made
to determine the number of layer traversals necessary to re-
produce the analytic solution, whereas comparisons between
the analytic, ray, and PWRC methods are presented here to
illustrate the deviation of the PWRC method from ray theory.

The exact solution for the pressure field in the ocean
half-space above the layer is given by

F~r ,z,zs!5
Sv

4p E
0

`Fe2a0z.

a0
1

ea0~z.22H !

a0

3S r 011r 12e
22a1L

r 01r 12e
22a1L11D Gea0z,J0~kr !k dk,

~9!

where the reflection coefficients are defined as

r i j 5
r ja i2r ia j

r ja i1r ia j
, ~10!

with i 50, 1 andj 51,2, iÞ j .
The denominator in the second term of the integrand can

be expanded by noting thatr 0152r 10. Each term in the
expansion can be associated with a given number of travers-
als within the fluid layer, and by expanding each term, a
direct comparison to the ray approximation can be made. For
ur 10r 12u,1, the denominator is

1

12r 10r 12e
22a1L 511r 10r 12e

22a1L1~r 10r 12e
22a1L!2

1¯ . ~11!

Substituting this expansion in the integrand and then re-
grouping the multiple reflection terms gives

FIG. 3. Transmission loss for a 100 m
deep ocean waveguide (c51500 m/s,
r51.0 g/cm3) overlying a substrate
(c152000 m/s, r151.5 g/cm3). The
source and receiver depths are 20 m
and 25 m, respectively.
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r 011r 12e
22a1L~11r 10r 01!1r 12e

22a1L~11r 10r 01!

3r 10r 12e
22a1L1¯ . ~12!

The quantity in the parentheses can be factored to give

~11r 01r 10!5~11r 01!~12r 01!5t01t10, ~13!

where t01[11r 01 is the transmission coefficient from the
water to the sediment layer. Similarly,t10 is the transmission
from the sediment layer to the water. Thus, each wave term
resulting from the substitution of Eq.~12! into Eq.~9! can be
compared to terms for individual ray paths in Eq.~4!. The
result for the analytic pressure field is

F~r ,z!5
Sv

4p E
0

` H e2a0z.

a0
1

ea0~z.22H !

a0
@r 011t01r 12t10e

22a1L1t01r 12t10e
22a1Lr 10r 12e

22a1L
¯#J ea0z,J0~kr !k dk, ~14!

corresponding to the incident field, reflected field off the up-
per layer interface, reflected field off the lower layer inter-
face, etc. The total reflection coefficient is given by25

V5r 011t01t10r 12e
22a1L3 (

n50

`

~r 10r 12e
22a1L!n. ~15!

The ray reflection coefficients are defined by

R̄15r 01,

R̄25t01r 12t10, ~16!

R̄j5t01r 12t10~r 10r 12!
j 22,

where the right-hand side coefficients correspond to the re-
flection and transmission coefficients used in Eqs.~9!–~15!.

The analytic reflection coefficients are related to the ray
reflection coefficients by

Rj5R̄j~e22a1u~k!L! j 21, ~17!

where the wave number indexk is defined in Eq.~9!.
The TL at 25 Hz in the half-space above a finite fluid

layer overlying a penetrable half-space is shown in Fig. 4.
The source and receiver are located 100 m and 80 m, respec-
tively, above the water-sediment interface, and the layer
thickness isL530 m. The PWRC and ray theory paths are
sketched in Fig. 1~c!. The ray solution gives almost exact
agreement to the analytic TL to a range of 1.5 km using three
or fewer traversals inside the sediment layer as shown in
Figs. 4~a!–~c!. Additional traversals must be included to
maintain the agreement at greater ranges. The comparison in
Fig. 4~d! of the PWRC solution with the ray and analytic

FIG. 4. Reflection at 25 Hz from a
fluid layer overlying a penetrable half-
space from a term by term expansion
of the field including~a! specular re-
flection, ~b! one layer traversal,~c!
three layer traversals, and~d! the full
analytic solution. The source and re-
ceiver are 100 m and 80 m, respec-
tively, above the water-layer interface
and the layer thickness is 30 m. Sound
speeds in the water/fluid/half-space are
1500/2000/2500 m/s and the corre-
sponding densities are 1.0/1.5/1.5
g/cm3.
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solutions, represented by the full analytic curve, demon-
strates that for reflection from a layer at 25 Hz, the PWRC
solution differs slightly from the ray theory solution. The
normal mode solution in Fig. 4~d! gives good agreement to
the analytic and ray solutions, as expected.

The PWRC accuracy increases with increasing fre-
quency, as shown in Fig. 5 for a frequency of 100 Hz. The
ray, analytic, and PWRC solutions in Fig. 5 agree although
the PWRC does not reproduce some of the small-scale struc-
ture of the TL.

Several factors may contribute to the deviation of the ray
theory results from those obtained with the PWRC method.
In the ray theory solution, individual eigenrays are traced for
each layer traversal class; however, in the PWRC method,
the grazing angle of one incident eigenray~the specularly
reflected ray! is used to evaluate the effect of all the internal
layer traversal paths. The reflection coefficient for each bot-
tom interaction contains an infinite sum of bottom traversals
within the layer.30 The use of the same grazing angle for all
traversals in the PWRC method smooths the interference be-
tween the individual paths, which accounts for the mis-
matched result in Fig. 5.

D. Range-dependent propagation

1. Tank wedge experiment

Another demonstration of the accuracy of the PWRC
method when applied to a range-dependent calculation is the
down-slope propagation problem shown in Fig. 6~a!. The
source for the TL measurement was at a depth of 47 m, and
the receiver was at a depth of 30 m. This is a scaled version
of a tank experiment.31 The water sound speed is constant at
1490 m/s; the bottom consists of a 200 m thick layer with
sound speedc151784 m/s, densityr151.97 g/cm3, and at-
tenuationa150.547 dB/(m kHz). The half-space parameters
are csub55790.0 m/s, rsub59.8 g/cm3, and asub

50.0173 dB/(m kHz). The bottom slope is 3°. In this com-
parison, there is better agreement between the ray and
PWRC models than in the previous example. The improved
agreement may be due to the attenuation and thickness of the
sediment layer.

Excellent agreement between the PWRC and PE models
is shown in Fig. 7 for up-slope propagation in the same en-
vironment as used in Fig. 6, but with a slightly different
geometry. The TL was calculated at 80 Hz to a range of
approximately 3500 m. The bottom slope is similar to the
measured bathymetry discussed in Sec. IV B.

2. Shallow water ocean environment

A final example compares a range-dependent environ-
ment simulated using two measured sound speed profiles
~SSP! and bathymetry obtained from the data set discussed in
Sec. IV B and depicted in Fig. 8~a!. The source depth is 30
m, and the receiver depth is 228.7 m.

Initially, a substrate below the water–sediment interface
was used in the TL calculation. The SSP was linearly inter-
polated with respect to range for the PE calculation, accord-
ing to the interpolation method used in MEDUSA.32 The
substrate sound speed, density, and attenuation was 1827.4
m/s, 1.88 g/cm3, and 0.79 dB/~m kHz!, respectively. Excel-

FIG. 5. Comparison of the analytic and ray solutions to the PWRC method
for reflection off a layer overlying a penetrable half-space at a frequency of
100 Hz.

FIG. 6. ~a! Ray trace and~b! TL at 80 Hz for a down-slope waveguide,
comparing the PE and PWRC models. The water depth, 100 m at the source,
increases to approximately 624 m at a range of 10 km.
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lent agreement between the PWRC and PE models for the
TL at 100 Hz was obtained, similar to the agreement exhib-
ited in Fig. 7~b!.

Next, a 10 m thick sediment layer was inserted below
the water–sediment interface but above the same substrate.
The sound speed at the top and bottom of the sediment layer
was ct51526.3 m/s andcb51548.0 m/s, respectively, the
sediment density was 1.74 g/cm3, and the sediment attenua-
tion was 0.18 dB/~m kHz!. The bottom was divided into five
2 meter thick layers with continuous interfaces to approxi-
mate a linear profile with respect to depth, since ORCA
forces a 1/c2 linear depth dependence in each layer. The TL
from the PWRC and PE models at 100 Hz for the single
sediment layer environment is shown in Fig. 8~b!. The two
models agree except for some small scale structure. A similar
environment will be addressed in the range-dependent inver-
sions presented in Sec. IV B 1.

E. Summary

In this section, the PWRC method, applying full wave
reflection coefficients to the bottom interactions along the
water-borne propagation paths, has been shown to give a
good approximation to analytic solutions. This was demon-
strated for increasingly complicated environments, conclud-
ing with range-dependent, two-dimensional wedges and with
simulations to approximate the measured fields in Sec. IV B.

The PWRC method was compared to ray theory, normal
modes, analytic solutions, and PE for these examples.

III. RANGE-DEPENDENT PWRC MODEL AND
INVERSION TECHNIQUES

The preceding section demonstrated the accuracy and
limitations of the PWRC hybrid model. In this section, de-
tails of the inversion procedure that uses the PWRC forward
model will be presented. The cost function used in the appli-
cations is also given here.

For the current work, MEDUSA32 was chosen for the
ray trace model because of its modularity, the robustness of
the approach, and its familiarity. MEDUSA incorporates
range-dependent sound speed and bathymetry profiles, pro-
viding a modified cubic spline interpolation for both. A two-
dimensional sound speed field is constructed using linear
range interpolation between the modified profiles. Initially, a
fan of rays are launched from a specified source depth, and
the path history for each ray to the specified receivers is
recorded. Rays of similar path history bracketing a given
receiver range are identified, and the nonlinear ray equations
are solved numerically to calculate corresponding eigenrays.

For the inversion forward model, eigenrays are calcu-
lated for a fixed waveguide geometry and fixed source and
receiver depths. The frequency independent eigenray charac-
teristics are stored, including each ray’s travel time, bottom
grazing angles, and geometric spreading loss. In addition, for
range-dependent environments, the range for a given bottom
interaction for each eigenray is recorded, since each bottom
interaction will occur at a different grazing angle along a
single ray path. These characteristics are calculated only

FIG. 7. Geometry and TL at 80 Hz for an up-slope waveguide, comparing
the PE and PWRC models. The water depth, 624 m at the source, decreases
to 424 m at a range of 10 km. The source and receiver depths are 100 and
300 m, respectively.

FIG. 8. ~a! Simulated SSPs, bathymetry, and bottom layers.~b! TL at 100
Hz for the up-slope waveguide, comparing the PE and PWRC models.
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once and then are stored on a file for subsequent access.
Although the bottom loss is not included at this stage, it is
part of the forward model in the PWRC. Clearly, the method
is equally applicable for range-dependent and range-
independent environments.

The plane wave reflection coefficients were obtained us-
ing ORCA, which can incorporate depth gradients in sound
speed, density, and attenuation. Again, the versatility of the
PWRC approach allows any reflection coefficient model to
be incorporated. Current or future advances in experimental
and theoretical bottom descriptions, such as a Biot–Stoll-
type description,33–37 or with geoacoustic models describing
unconsolidated sediments,38 could be substituted for the
ORCA model to obtain a more detailed description of the
seabed physics.

The reflection coefficients for specified grazing angles
are stored to improve the efficiency of the model. A linear
interpolation of both the magnitude and phase of the reflec-
tion coefficient at each eigenray grazing angle is performed.
Several sample computations, 50–500 Hz, were made to op-
timize speed and accuracy of this interpolation. The result
was that approximately 1° increments in the grazing angles
provide accurate interpolations and still achieve rapid field
evaluations. For the phase interpolation, multiple cycles are
incremented successively by 2p to make the phase function
monotonic. For many of the examples considered, about 15
increments of 2p are required to reconstruct the phase func-
tion up to approximately 500 Hz. More may be needed for
higher frequencies. A simple combined threshold and zero
crossing detector method was incorporated to search for
these phase cycles.

The inversion program was based on simulated
annealing.5 Modeled complex pressure fields are compared
to simulated data by a Bartlett-type cost function.15 This cost
function can be written as

F5
1

N (
i 51

N

f i , ~18!

whereN is the number of receivers used in the inversion. The
contribution for each receiver is

f i5min
k

H 12
u( jM i , jDi , j* eiv jdt i ,ku

AMi3Di
J , ~19!

whereMi , j is the model value at thei th receiver and thej th
frequencyv j . Di , j is the corresponding data value. Note that
this cost function is a coherent sum in frequency since the
sum overj is inside the absolute value. The absolute value
implies an incoherent sum over receivers is calculated. The
average over all the receivers yields the cost function in Eq.
~18!. This incoherent average over receivers translates into
an incoherent cost function average with respect to range for
these discrete sources and is similar to a more traditional
matched field calculation where averaging over data values
for a given receiver is applied to moving sources.

The phase term containingdt i ,k corresponds to thekth
bin of a delay time window introduced because absolute ar-
rival times were not recorded in the data. To begin, thedt i ,k

that gives the maximum value~such thatf i is a minimum! is

determined. The delay time window spans the entiret i

search space during the first iteration for each receiver to
determine an initial minimum independently for each re-
ceiver. Subsequent calls to the forward model use a reduced
search space,dt i , centered on the location of this initial
minimum for use in subsequent calls. Limiting the reduced
window to approximately 200t i values maintains the effi-
ciency of the inversion, although fewer values may be ac-
ceptable for even faster calculations. For the simulated data,
exact travel times are known, so the delay termdt i50 for
all i.

In the model norm

Mi5(
j

uMi , jM i , j* u, ~20!

with a similar expression for the data norm,Di .
The global minimum of this cost function occurs for the

highest correlation between model and data for a coherent
sum over frequencies,j, and for an incoherent average over
the hydrophones,i. In this definition of the cost function,
Mi , j is a product of the source spectrum and the impulse
response field, which can be written as

Mi , j5SjRi , j , ~21!

where the source term for the simulated data,Sj , is unity for
all frequencies. However, for real data, the actual frequency-
dependent source spectrum was measured independently to
provide as complete a representation of the field as possible.

Several points are made concerning the inversions with
this cost function. First, for the applications presented in Sec.
IV, the bathymetry and sound speed field are assumed known
~for the data that were measured!. Thus, no geometric param-
eters corresponding to the SSP or water depth are included in
the inversion. This limitation facilitates the efficiency of the
PWRC method, but the result may produce some inversion
artifacts to compensate for possible errors in the field. How-
ever, time series analysis of the data and model will substan-
tiate the geometric values used in Sec. IV. Nevertheless, the
model could easily be expanded to allow variations in the
geometric field by calculating and storing eigenray charac-
teristics for several geometries. Minimizing the cost function
given in Eq.~18! with respect to the stored geometries may
result in more accurate inversions.

IV. APPLICATIONS

In this section, the PWRC method is applied to the in-
version of both simulated and measured data. The simulated
data set discussed in Sec. IV A demonstrates the versatility of
the PWRC method in accounting for possible range depen-
dence in real seabeds. For the data, an experiment was de-
signed to record sufficient information to perform geoacous-
tic inversions. Data from impulsive sources were recorded
for both range-independent and range-dependent environ-
ments and are analyzed in Sec. IV B. The approach taken
with these data was to first invert the range-independent data
for geoacoustic values and then use these values as a starting
point for inverting the range-dependent data recorded nearby.
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Comparisons of overall data and model time series structure
obtained from a final set of inverted parameters will be pre-
sented along with validations.

A. Inversion techniques workshop simulated data

Simulated data from the recent Inversion Techniques
Workshop, May 2001,2 were inverted using the PWRC
method. The three test cases~I–III ! contain some common
environmental parameters and data specifications. For the
simulated data, the source depth was 20 m, and for the simu-
lated data the frequency was sampled in 1 Hz steps for 25–
199 Hz and in 5 Hz steps for 200–500 Hz. The ranges
5–5000 m were sampled in 5 m steps at depths of 25 m and
85 m. The water column was a downwardly refracting profile
with a linear gradient,cw(z)5(149520.04z) m/s. The
benchmark fields were produced using a parabolic equation
~PE! model.39,40 Reference 29 gives another solution set to
this data with a PE-forward model and obtained concurrently
with, but independently of, the PWRC method.

In the PWRC solution, good results29 were obtained for
the top layers for test cases I and II, using a realistic set of
array data ranges, 100–3000 m in 100 m increments, and
frequencies, 50–500 Hz in either 10 or 20 Hz increments. All
the results reported for the PWRC method used the 25 m
depth horizontal array data.41 The initial results were ob-
tained prior to workshop presentations. Note that, in test case
III, there is a range-independent thin top layer and that an
intrusion is introduced, but only involves layers below the
first layer. However, all that was known initially was that an
intrusion was present in the seabed. Thus, various models of
the seabed were attempted to model the intrusion and are
briefly discussed here.

1. Seabed models—test case III

Various models of the intrusion in the seabed were at-
tempted, but only two types will be discussed here. The first
seabed model is a linear range-dependent solution for either
one or two layers, with the slope determined by allowing the
end points to be varied. The second seabed model represents
the intrusion by a nonlinear model given by

h~r !5ht1T0~12e2~~r 2r c!/s!2
!, ~22!

where s is the width of the intrusion,ht is the minimum
layer thickness located at ranger c , andT0 is a scaling factor.
Both one- and two-layer inversions were performed using
this function. For the single layer case,r c , T0 , ands were
allowed to vary. For the two-layer model, separate values for
the T0 ands parameters were used for each layer; however,
the center point,r c , was fixed at 2500 m. Several attempts
were made with this model, including using data up to 2500
m in range, as well as the full 5000 m data.

The range dependence of the bottom was accounted for
by dividing the ranges into segments of 100–500 m. For the
linear models, 100 m range segments were used and for the
nonlinear models, 250 m range segments were used when the
total inversion range was 2500 m, whereas 500 m range seg-
ments were used for the 5000 m nonlinear model. For each
iteration, the reflection coefficients were evaluated for all the
range segments before the model field was calculated. For

each eigenray, the range location of the bottom interaction
was stored in addition to the corresponding grazing angle.
This information determined which range segment was used
to evaluate the reflection coefficient at a particular bottom
interaction. A linear range interpolation of the reflection co-
efficient was performed to evaluate the reflection coefficient
at a given range within the range segment.

2. PWRC inversion results—test case III

In the one-layer linear model, a 1 km maximum range
was used, and the environment was divided into 100 m range
segments. The single-layer model result matched very
closely the first layer of the correct solution. For instance, the
thickness at a range of 100 m was 2.39 m and decreased to
1.36 m at a range of 2500 m. The correct answer was 1.30 m.
The inversion result is shown as a function of depth in Fig. 9.
The correct density for the top layer, 1.49 g/cm3, is slightly
underpredicted by the single layer model solution~1.38
g/cm3!, whereas the attenuation is overpredicted by almost a
factor of 2.

The two-layer linear solution was extended to 2500 m
with 250 m range segments. The final solutions for this linear
model also tended toward a thin first layer with little range
variation, i.e., the slope was approximately zero, and the first
layer thickness approximated the correct result. The first
layer thickness was 1.82 m at a range of 100 m and de-
creased to 1.67 m at a range of 2500 m. The correct thickness
is 1.3 m. The two-layer linear solution is also shown in Fig.
9. The solutions at 0 m and 2500 m are almost identical to
each other except for the layer thicknesses, so that only the 0
km solution is shown for the model results, along with the
actual solutions in the 0–1100 m range.

The second layer sound speeds are overpredicted at the
top of the layer by approximately 70 m/s; however, the two-
layer solution has a lower gradient, so that this second layer
solution lies between the actual sound speeds at the top and
bottom of the layer. A similar result was found for the one-
layer linear solution for the substrate sound speed as shown

FIG. 9. Test case III solutions for the linear one-layer and two-layer models,
as compared to the actual TC3 solution.
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in Fig. 9. For the two-layer linear solution, the second layer
thickness was overpredicted by a factor of almost 2, and the
attenuations in both layers were 0.34 dB/~m kHz!, as com-
pared to 0.21 dB/~m kHz! for the correct solution. Also, the
densities in the layers for the two-layer linear solution were
1.63 g/cm3 and 1.86 g/cm3 for layers one and two, respec-
tively, as compared to 1.49 g/cm3 for layer one and 1.81
g/cm3 at the top of layer two for the correct solution.

The above results were consistent with solutions ob-
tained from an inversion with a single layer range-
independent model using the PWRC method. For this run,
the data, ranging from 100 m to 5000 m in 200 m increments
were used over the frequency range of 60–500 Hz, in steps
of 10 Hz. The resulting layer thickness was 1.33 m, with a
sound speed of 1492 m/s, a density of 1.38 g/cm3, and an
attenuation of 0.46 dB/~m kHz!.

Table I shows a summary of the parameters obtained for
the first 2500 m for the single-layer nonlinear intrusion given
by Eq. ~22!, along with the correct solution for the range
intervals of 0–1100 m and 2900–5000 m. The result of as-
suming the single layer model was that thes value tended to
be very large, resulting in an almost range-independent re-
sult, converging to the first layer of the actual solution, as
shown in Table I.

The simulated-data models do not, however, correctly
describe the discontinuity of the actual intrusion at the ranges
1100 and 2900 m. Between these ranges the sound speeds
greatly increase below the first layer. Nevertheless, the re-
sulting TL curves from the linear two-layer result show good
agreement with the actual TL. Figure 10 shows the compari-
son for 200 and 500 Hz, corresponding to the depth depen-
dent solution given in Fig. 9, obtained over the range of
0–2500 m for the 25 m horizontal array. The model TL
curves were generated using the PWRC inversion solution in
a PE model. Good agreement, even over the inclusion region
1100–2900 m, suggests a difficulty in choosing the proper
sensor configuration necessary to identify a given buried in-
clusion. A closer examination of the TL curves near the
boundary ranges of 1100 and 2900 m does show more
model-data discrepancies than at other places, but there is no
sharp contrast at these specific points. The differences de-
crease again at the farther ranges. The results for this ex-
ample show that an average fit of the sound speed over the

entire range of data does a decent job of modeling the TL.
The PWRC method was also applied to a seabed model

with the correct structure for the case III example. The
range-dependent bottom layers were modeled with three
range segments. The first~0–1100 m! and third~2900–5000
m! segments were described with 15 parameters, correspond-
ing to a two layer model as listed in Table II, because these
two range segments had the same geoacoustic properties.
Sound speed and attenuation ratios at layer interfaces were
used in the inversion, and the solution values listed for these
ratios were calculated from the sound speeds and thicknesses
of the solutions. Note that the density gradient in layer two
of the first and third range segment was not included in the
inversions. Subsequent calculations at several frequencies
showed this omission to have a negligible effect on the TL.
Also, the first layer in Table II and the first layer of the single
layer solution~Table I! correspond to the first layer of the
case III solution, and the second layer modeled corresponds
to the seven layers below the first, which are continuous in
sound speeds and attenuations. The middle segment~1100–
2900 m! was modeled with an additional but independent set
of 15 parameters. To apply the PWRC method, the range and
grazing angle of each bottom interaction for each ray was

TABLE I. Results of single-layer nonlinear model inversion for test case III
~TC3! of IT workshop data, prior to conference. Thickness values at 0.0 and
2.5 km shown for PWRC solutions. Parameters for TC3 values shown for
both top~t! and bottom~b! of the layer.

Parameter
H1

m
C1

m/s
r1

g/cm3
a1

dB/~m kHz!

TC3 data 1.30 1485.0 1.49 0.210
PWRC 0.0 km–1.48 t 1490.2 1.44 0.305

2.5 km–1.09 b 1491.8

Parameter
H2

m
C2

m/s
r2

g/cm3
a2

dB/~m kHz!

TC3 data 20.2 t 1549.4 t 1.81 t 0.550
b 1646.2 b 1.83 b 0.330

PWRC ` 1601.4 1.61 0.398

FIG. 10. Transmission loss comparisons to TC3 simulated TL, using param-
eters determined with the PWRC model prior to the IT workshop, at fre-
quencies of 200 Hz and 500 Hz, respectively.
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stored prior to the inversion. A separate set of reflection co-
efficients was calculated for each range segment, and the ray
range location at each interaction was used to access the
appropriate set of reflection coefficients. Range interpola-
tions between the segments were not performed, although
this could be easily incorporated in the model for a smoother
transition between the segments.

The model was able to determine several of the impor-
tant parameters for all three segments in layers one and two
from a limited frequency and range sampling of the data.
Frequencies in the band 60–500 Hz in 10 Hz increments, and
receiver ranges of 100–3000 m in 50 m increments were
used in the inversions. The last few data ranges were just
beyond the intrusion at 2900 m, although more could have
been used. Table II gives the inversion results compared to
the actual solutions. The upper and lower bounds of the pa-
rameters are listed in Table II. The inversion was initialized
with the correct solution, and the resulting cost function was
'0.016. After approximately 26 000 iterations, the final pa-
rameter values~listed in Table II! gave a cost function of
'0.011. Good comparisons to the correct solution were ob-
tained for most of the parameters, although the intrusion
sound speed was somewhat overpredicted.

Cost function distribution plots of the most sensitive pa-

rameters are listed in Fig. 11 for the first two range segments.
Discernable minima for the parameters are obtained, al-
though the cost function envelopes shown in Fig. 11 were
somewhat flattened in the region of the actual solution for
several of these parameters, resulting in the deviations from
the actual solutions seen in Table II.

The receiver at 85 m may yield a closer fit to the actual
solution due to the depth separation between the 20 m deep
source and the receiver. For the 25 m receiver, the eigenray
launch angles approach horizontal for increasing ranges. The
result is that at farther ranges, some of the bottom interacting
paths~1 or 2 bounces! are difficult to locate. This result is
not unique to MEDUSA, but points to a difficulty of ray
theory in shallow environments in producing an accurate
field description of the water-borne propagation at long
ranges.

The TL shown in Fig. 12 at 200 and 500 Hz is obtained
from the ray model MEDUSA in conjunction with the range-
dependent bottom reflection coefficients. The actual solution
and the inversion solution were used to generate the TL, and
both are compared to the synthetic data for the case III ex-
ample. For ranges less than 4000 m a good fit to the data TL
was obtained. Some differences are seen, however, and are
due to the near horizontal launch angle of the eigenrays as
mentioned above. For ranges 1000–4000 m these discrepan-
cies correspond to the disappearance of the direct and surface
reflected paths. For ranges beyond 4000 m, as seen from the
comparison of the ray TL from the TC3 data and the actual
solution in Fig. 12, the bottom interacting paths~with 1 or 2
bounces! are also difficult for the ray model to obtain, which
results in excess energy loss at these farther ranges. In the
inversion, the effect of the inaccuracy in the water column
propagation is to adjust the bottom parameters to compensate
for the loss. This resulted in the slightly better fit to the TL at
these ranges and thus a slightly improved cost function mini-
mum in the solution.

To summarize, the PWRC method was able to resolve a
thin upper layer on the order of 1 m thick and obtain good
TL predictions, even though the wavelengths are greater than
the layer thickness.42 This point will be important to the data
analysis given in Sec. IV B. The main emphasis here is on
the successful application of the PWRC method to a range-
dependent bottom environment.

B. Measured data analysis

The preceding sections motivate the use of the PWRC
method as a tool for inverting actual geoacoustic data. The
goal is to obtain parameters sufficient to describe propaga-
tion. Direct measurement of some of the quantities necessary
to predict the propagation reduces the inversion parameter
search space and can result in a more efficient inversion
method.

An experiment was executed in the spring of 2001 in a
southeastern location off the Florida coast, on and along the
continental shelf. The experiment was performed in conjunc-
tion with the Harbor Branch Oceanographic Institute’s crew
and vessel, the R/V Seward Johnson.43 The objectives were
to collect sufficient experimental data to characterize a shal-
low water environment using an inversion methodology de-

TABLE II. Two-layer solutions for TC3, including parameter bounds, with
range-dependent bottom layer inversions using three range segments. The
parameters for ranges 2900–5000 m are the same as 0–1100 m.

Parameter Solution PWRC
Lower
bound

Upper
bound

Range m 0–1100 m
Ct1 m/s 1485.0 1485.3 1480.0 1490.0
H1 m 1.3 1.3 0.5 2.0

Cg1 1/s 0.0 0.854 0.0 1.0
r1 g/cm3 1.49 1.45 1.4 1.6
Ct2 /Cb1 1.043 1.056 1.0 1.2

a t1 dB/(m kHz) 0.21 0.25 0.1 0.3
ag1 dB/(m2 kHz) 0.0 24.031023 20.01 0.01

H2 m 20.2 22.7 15.0 25.0
Cg2 1/s 4.792 3.895 3.5 5.0

r t2 g/cm3 1.81 1.80 1.7 2.0
Csub/Cb2 1.109 1.097 1.0 1.5

a t2 dB/(m kHz) 0.55 0.45 0.1 0.7
ag2 dB/(m2 kHz) 1.0931022 2.5331022 20.03 0.03
asub dB/(m kHz) 0.02 0.10 0.0 0.3

rsub g/cm3 1.98 1.90 1.8 2.2

Range m 1100–2900 m
Ct1 m/s 1485.0 1486.8 1480.0 1490.00
H1 m 1.3 1.56 0.5 2.0

Cg1 1/s 0.0 0.32 0.0 1.0
r1 g/cm3 1.49 1.58 1.4 1.6
Ct2 /Cb1 1.207 1.237 1.0 1.27

a t1 dB/(m kHz) 0.21 0.36 0.1 0.4
ag1 dB/(m2 kHz) 0.0 25.0631024 20.01 0.01

H2 m 20.2 23.8 15.0 25.0
Cg2 1/s 1.683 1.539 1.0 2.0

r2 g/cm3 1.98 1.93 1.85 2.2
Csub/Cb2 1.0 1.138 0.95 1.2

a t2 dB/(m kHz) 0.02 0.017 0.0 0.1
ag2 dB/(m2 kHz) 0.0 2.4831023 20.005 0.005
asub dB/(m kHz) 0.02 0.139 0.0 0.3

rsub g/cm3 1.98 1.81 1.8 2.1
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veloped at ARL:UT.15 The collected data provided a unique
opportunity to test inversion models by providing both
range-independent and range-dependent data from impulsive
broadband light bulb sources. The light bulbs were imploded
at a few hundred meters from a bottom mounted array to
about 10 km in range at intervals of approximately 1 km. In
addition, expendable bathythermograph~XBT! measure-
ments and conductivity-temperature-depth~CTD! data were
collected at various locations in the experiment field.

Acoustic data were collected on the Shallow Water
Acoustic Measurement Instrumentation15 ~SWAMI! array lo-
cated on the bottom. It was approximately 350 m long and
was center tapered. The axis of the array was located along a
bathymetric contour and was positioned at two different sites
in the experiment.44 Site I was approximately 129 m deep.
Site II was approximately 45 m deep. At both sites data were
collected along tracks parallel to the array~range indepen-
dent! and tracks cross slope~range dependent!, passing over
the array as shown in the plan view in Fig. 13 for site I.
~Only the results of the site I analysis will be reported here.!

The array location was the same for both the range-
independent and range-dependent source tracks, and the
same cost function given in Eq.~18! was used for both data
sets. Therefore, the cost function for the range-independent
data corresponds to a coherent frequency average and an
incoherent range average. For the range-dependent data the
source to receiver range was approximately the same for
each receiver, i.e., perpendicular to the array axis. Therefore,
the cost function for the range-dependent source track corre-
sponds to a coherent frequency average and includes an av-

erage over the receivers used in calculating the cost function,
although the ranges are approximately constant for each re-
ceiver. Approximately half as many receivers were used for
the range-dependent inversions as for the range-independent
inversions although, as discussed below, the inversion results
were essentially independent of the number of receivers
used. The cost function value increases, however, as more
data are included in the calculation, as expected.

Sound speed profile data were calculated from measured
XBTs dropped at each source location and at the end points
of each experiment run. In addition, CTD data were recorded
at these end points, with an additional CTD taken just to the
west of leg B–C. The CTD collection was invaluable since
both temperature and salinity were recorded. The recorded
CTD salinity values were used to calibrate the SSP from the
XBT data. Agreement within a few tenths of m/s for all
measured depths between the two types of SSPs that were
collocated at each end point of the runs were obtained
thereby.

Figure 14 shows the XBT SSPs, along with the location
of several bulb implosions recorded during the range-
independent run, leg B–C. The bottom of each profile marks
the approximate range to the first receiver for that XBT. The
differences suggest a range- or time-dependent SSP environ-
ment, or both, although the differences between the profiles
decrease going from point B to point C. In the range-
independent analysis results presented, an SSP approxi-
mately 3.1 km from the first receiver was used. This SSP was
nearly identical to the one nearest the receiver. An analysis of
the effects of using the range dependence of the SSP field

FIG. 11. Cost function distributions
using the PWRC model for the inver-
sion analysis performed after knowing
the actual solutions. The distribution
plots are for the first layer thickness,
and ratio of sound speed from the first
to the second layer at range intervals
before the inclusion and within the in-
clusion.

1090 J. Acoust. Soc. Am., Vol. 115, No. 3, March 2004 Stotts et al.: Geoacoustic inversion



will be presented for both the range-independent and range-
dependent data.

During the experiment, grab samples were collected us-
ing a 3 in. diameter gravity core; these samples suggested a
very hard layer overlying the bottom over much of the range-
independent run. The consistency of these samples was simi-
lar to hard asphalt, such as that in a paved parking lot, and
was so hard that a coring device made no penetration into the
bottom and was dented. An examination of the samples re-
vealed holes, as much as several mm in diameter, and voids
permeating the material, possibly due to percolation during
the rock formation. Such crusted material is believed to be
partially caused by the Gulf Stream activity which produced
an upwelling in the area, resulting in the formation of phos-
phorite sheets. These sheets were further recemented with
carbonate debris, and as a result hard manganese pavements
were formed.45

1. Inversion results—range-independent data

The inversion approach for the range-independent data
is discussed first, along with the analysis of the inversion
results. Several bulbs at various ranges were used to deter-
mine different parameters. Generally, longer range sources
yielded more information about the upper layers, and shorter

range data gave more information about underlying layers.
Time series comparisons between the data and model at sev-
eral ranges are also presented, using a single set of inverted
parameters.

Examples of spectra from several ranges revealed the
peak energy to be in the 200–400 Hz band, although fre-
quencies up to 500 Hz had suitable signal-to-noise ratio
~SNR! for performing inversions and were used for the long-
est range sources. For all of these range-independent solu-
tions, 19 receivers and 354 frequencies, with a frequency
spacing of 0.6 Hz, were used in calculating the cost function.
Other combinations of receivers and frequencies gave similar
results. Broad constraints were placed on the inversion pa-
rameters. Consistent with the IT data analysis, the PWRC
method demonstrates the ability to resolve upper layer prop-
erties.

a. Inversion results. A light bulb implosion at r
54.12 km was used to obtain an inversion for the compres-
sional speed in the sediment at the water–sediment interface.

FIG. 12. Transmission loss comparisons to TC3 simulated TL, using param-
eters determined with the PWRC model after the IT workshop, at frequen-
cies of 200 Hz and 500 Hz, respectively.

FIG. 13. Plan view showing the locations of the array, CTD and XBT
collection, and tracks of the range-independent~leg B–C, solid line! and
range-dependent~leg D–E, dashed line! runs. Source implosions and XBTs
are collocated.

FIG. 14. Range dependence of SSPs for the constant bathymetry~range-
independent! runs. The approximate location of the XBT with respect to the
array is indicated at the bottom of the profile.
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The result was a sound speed ofct151594.5 m/s with a layer
thicknessh150.64 m. Here, ranges to the closest receiver of
the array are used to designate the range-independent bulb
sources used in the inversion. This result is consistent with
that from the farthest bulb at 9.78 km, where frequencies
greater than 300 Hz were used for the inversion to help re-
solve the thin upper layer. The inversion using this bulb gave
a solution of ct151593.8 m/s andh150.43 m. The cost
function distribution forct1 is shown in Fig. 15 for the 4.12
km bulb. The envelope of the cost function distribution for
h1 for the 9.78 km bulb is also shown in Fig. 15. Well-
determined minima in the distribution of the cost function
values are seen for these parameters. All the distribution
plots shown in Fig. 15 and the following were obtained by
varying all the parameters used in the inversion, i.e., none
were held fixed in generating the distributions.

The longest range light bulbs did not yield as much in-
formation about the other parameters within the first layer as
did the 4.12 km bulb. Vertical components that contribute to
the received field from the 9.78 km bulb were below the
critical grazing angle corresponding to the water–sediment
interface and did not penetrate well into the sediment.

To estimate the geoacoustic parameters within the first
layer, the bulb at 4.12 km was used. The remaining range-
independent inversions were performed in the 200–400 Hz
band to maximize the SNR, although it was found that simi-
lar results were obtained using shifted frequency bands but
with higher cost function values because of lower SNR. Ac-
curate determinations were made for the ratio of the com-
pressional sound speed at the top of the second layer to the
speed at the bottom of the first layer, i.e., ratio15ct2 /cb1

50.959. The corresponding envelopes of the cost function
distributions shown in Fig. 15 again demonstrate that minima

are well defined for the sound speed ratio. However, the
density is not as well determined since the distribution is
almost flat. Note that changing the layer thickness value to
h150.43 m ~result from the bulb at 9.78 km! produced no
appreciable change, 0.335 to 0.34, in the cost function value.

Also, from ther 54.12 km bulb, the first layer density
was determined to ber151.88 g/cm3, and the attenuation at
the top of the layer was 0.5 dB/~m kHz!, although the cost
distribution for the latter parameter was flat. The values for
attenuation in the first layer spanned 0.3–0.5 dB/~m kHz! for
the various sources used in the inversion. The cost function
distribution in Fig. 15 reveals a minimum in the density that
is discernable but not as well defined as those of the other
parameters.

Acoustic data generated by a light bulb implosion at a
range ofr 51.6 km did not give information about the first
layer. This is due to the transparency of the layer for rays
above the critical grazing angle, at the peak frequencies be-
tween 200–400 Hz, whose corresponding wavelengths are at
least 10 times the layer thickness. From ther 51.6 km bulb,
the second-layer sound speed was determined, giving a result
of 1531.7 m/s. Using this value with the first layer results
from the bulb at 4.12 km yields a ratio ofct2 /cb150.960.
This value compares well with the ratio 0.957, obtained in-
dependently from ther 54.12 km inversion.

The remaining second-layer parameters, as well as the
substrate values, were obtained from the 4.12 km bulb and
are listed in Table III. These values were used to model the
range-independent time series and were also used to model
the time series for the range-dependent bulbs to be discussed
in Sec. IV B 2.

A range dependence of the first layer was not assumed.
An underlying slower sound speed substance was revealed in

FIG. 15. Cost function distribution
plot showing the top sound speed in
the first layer. Envelopes of the distri-
bution are shown for the first layer
thickness, the sound speed ratio,
ct2 /cb1 , and the first layer density.
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the inversion. This was found to be consistent with other
findings for this region.45 In addition, the results may indi-
cate an effective sound speed for this combination of hard,
extremely porous material. The parameter bounds, as well as
the final solutions are summarized in Table III.

To determine the attenuation consistency with respect to
range an inversion was performed for the attenuations and
attenuation gradients, holding constant the sound speeds and
densities. The first two receivers were used for sources with
ranges from 9.78 km to 3.1 km. The result was that the first
layer attenuation was consistent with the results given in
Table III, although no discernable minimum was seen, pos-
sibly due to the thinness of this layer. The attenuation at the
top of the second layer was, however, easily determined from
the cost function distribution, giving a value of 0.27 dB/
~m kHz!, as shown in Fig. 16.

b. Time series analysis.Recorded time series from sev-
eral ranges for 10 of the receivers are plotted in Fig. 17.
These plots were obtained by first applying a filter that ex-
cludes the data below 5 Hz~where high wind-noise was
seen!, normalizing the peak arrival amplitude to unity for
each corresponding receiver, and then plotting the resulting

traces with vertical offsets. The array spacing produces the
travel time variation with receiver. These plots reveal the
gross arrival structure, where the individual bottom interac-
tions are designated at the top of each arrival set. The direct
path is designated by the symbol D and includes the ray that
just grazes the bottom at the receiver, the surface reflected
path, and the surface reflected path that grazes the bottom at
the receiver. The next group of arrivals are designated as B1
and again includes four paths: the arrival with one bottom
interaction, the arrival with one bottom interaction which
also grazes the bottom at the receiver, the surface reflected
arrival, and the arrival with one surface reflection which also
grazes the bottom at the receiver. Higher order bounces simi-
larly include four arrivals. This notation is useful since the
corresponding pairs which arrive at the receivers with similar
paths, one directly and one just grazing the bottom, are in-
distinguishable for a bottom mounted array. Therefore, time
series arrivals are compared using the leading edge arrivals
for the model and data.

The disappearance of a given bottom arrival as the range
decreases can be used to determine the critical angle of the
water–sediment interface. Knowing the water sound speed at
the bottom then yields the sediment sound speed. Here, an
approximate determination is made, since the sources were
only deployed at approximately 1000 m intervals in range
from the array. The disappearance of the third bottom inter-
action occurs at an approximate range of 5.8 km. The water
sound speed at the receiver is approximately 1489.7 m/s. A
list of eigenray arrival angles was constructed from a range-
independent ray model,22,23 using the measured water sound
speed profile. The bottom grazing angle for this range is
approximately 18.67° and corresponds to a sound speedct1

51572.4 m/s. The second bottom arrival has vanished at an
angle of 19.48° at approximately 3.9 km in range and gives a
sound speed ofct151580.2 m/s. Both values, although
slightly lower, are consistent with the inversion results ob-
tained at ranges near these observations. These two bottom

FIG. 16. Cost function distribution for the attenuation at the top of the
second layer.

TABLE III. Two-layer solutions for PWRC method, including parameter
bounds, for range-independent inversions.

Parameter PWRC Lower bound Upper bound

Ct1 m/s 1594.49 1530.00 1900.00
H1 m 0.64 0.30 2.50

Cg1 1/s 0.531 0.000 3.000
r1 g/cm3 1.883 1.550 2.100
Ct2 /Cb1 0.957 0.935 1.200

a t1 dB/(m kHz) 0.506 0.100 0.800
ag1 dB/(m2 kHz) 22.7831023 20.01 0.01

H2 m 34.70 5.00 40.00
Cg2 1/s 2.170 0.000 4.000

r2 g/cm3 1.741 1.600 2.100
Csub/Cb2 1.141 0.950 2.000

a t2 dB/(m kHz) 0.179 0.100 0.900
ag2 dB/(m2 kHz) 1.5731025 20.02 0.02
asub dB/(m kHz) 0.792 0.100 0.900

rsub g/cm3 1.878 1.600 2.200

FIG. 17. Time series from range-independent data,r 56.8 km ~top!, r
55.84 km ~middle!, and r 55.04 km ~bottom! set of curves for receivers
1–10. The arrow indicates the disappearing third bottom interaction. The
amplitudes are in arbitrary units~abu!, and the ranges indicate the distance
to the first receiver of the array.
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sound speed determinations were used only as a validity
check for the upper layer inversion sound speed value listed
in Table III and not as ground truth parameter estimates.

The modeled time series were obtained using, in the
frequency band of 200–400 Hz, the determined parameters.
Figure 18 shows the resulting model time series arranged in
vertical sequential order. The overall structure is consistent
with that of the data. This is demonstrated by the detailed
comparison of modeled and measured data in Fig. 19 for
receiver 1, using an example source range of 6.80 km.

A key point about the comparison is that eigenrays with
up to six bottom interactions were stored as possible con-
tributors to the overall field; however, the inversion process,
via the reflection coefficient, correctly reduced by absorptive
losses, the number of interactions in agreement with the data.

For comparison to the time series in Fig. 17, the sound
speed at the water–sediment interface was varied, keeping
the other parameters constant at the values given in Table III.
The minimum cost function value was obtained at approxi-

mately 1594 m/s, consistent with Table III. In contrast, mod-
eling the time series for the 4.12 km bulb, using a much
higher sound speed value of 1800 m/s, produced many more
arrivals than in either the data~Fig. 17! or in the Table III
solution~Fig. 18! and gives further evidence of the accuracy
of the inversion result presented here.

The overall geometric structure of the propagation is
demonstrated by comparing the model and data arrival times
of each bottom interaction. The initial arrivals from each
bottom interaction, as designated by the letters D, B1,... , are
identified and matched to the corresponding eigenray arrival
times. These arrival times were referenced to the first arrival,
since absolute travel times were not recorded for the data,
and are shown in Fig. 20. The third and second bounces
disappear at approximate ranges of 7 and 4 km, respectively,
for both model and data. Slight differences between the
model and data arrival delays could arise because the data
arrivals were identified by examination of the time series.
Figure 20 demonstrates that the propagation in this relatively
shallow environment can be understood in terms of a ray
description. The sound speed at the water–sediment inter-
face, determined using the model bottom grazing angle, and
the data ranges are designated in the figure for the bottom
interactions B2 and B3.

c. Dependence on SSPs.An examination of the depen-
dence of the inversion results on the sound speed profile was
also made. The previous results were obtained using the pro-
file taken 2.8 km from the array, except for the bulb for
which r 51.6 km, where the SSP at 1.6 km was used since it
was closest to both the receiver and the source. The results of
using the SSP closest to each bulb were examined. No ap-
preciable difference in the range-independent results were
obtained, whether the source or the receiver SSPs were used.
The sound speed profile nearest the farthest range bulbs, at
position B, had a difference of a few meters per second from
the other profiles at the same depths, as shown in Fig. 14;
however, this was not significant enough to alter the inver-
sion results obtained for the range-independent data. There-

FIG. 18. Model time series from range-independent inversion,r 56.8 km,
r 55.84 km, andr 55.04 km for data filtered in the 200–400 Hz frequency
band.

FIG. 19. Example time series for model and data from receiver 1 withr
56.8 km. Data was filtered in peak energy band of 200–400 Hz.

FIG. 20. Range-independent arrival structure comparing model to data, with
time being relative to the first arrival, D. The sound speeds corresponding to
the respective critical angles are also designated.
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fore, no further range analysis of the SSPs were performed
along the track.

d. Normal mode forward model.The results obtained in
Table III were compared to those obtained by repeating the
inversion using the normal mode model, ORCA, as the for-
ward model. A single layer sediment description was initially
chosen for the normal mode forward model, prior to account-
ing for the thin upper layer substance described above, using
ORCA. Both the PWRC and normal mode forward models
gave similar results with a single layer above a half-space for
all the bulbs used in the comparison. For example, similar to
the PWRC forward model, the normal mode solution with
the bulb for whichr 54.12 km gave a sound speed of 1536.3
m/s, which compares well with the PWRC second-layer so-
lution of 1526.3 m/s, as calculated from the parameters listed
in Table III.

Next, the two-layer model obtained from the PWRC
model was tested using ORCA. Consistent results were ob-
tained here as well, although as stated previously, the PWRC
method was faster than the normal mode model by a factor
of approximately 10. Figures 21 and 22 show the envelopes
of the uncertainty plots for the normal mode inversions cor-
responding to those in Fig. 15 for the PWRC model. Normal
mode solutions at two different ranges are included. The cost

function values from the normal mode inversion are lower
than the PWRC inversion for the source at 4.12 km and
lower than the normal mode solutions from the farthest range
bulb at 9.78 km. The water–sediment sound speed and the
first-layer thickness for the PWRC method were obtained
with the 9.78 km bulb; however, for comparison the PWRC
solution at 4.12 km is also included in Fig. 21. A slightly
thicker first layer was obtained from the normal mode model
for sources at both 4.12 km and 9.78 km; however, the cost
function value was shown to be almost insensitive to the first
layer thickness values 0.4–2.2 m, as observed by the flatness
of the distributions for this parameter. For the last two pa-
rameters shown in Fig. 22, the source range was 4.12 km for
the PWRC method. For the PWRC model the longest range
sources were used to determine the first layer parameters and
the shortest range sources were used to obtain the second
layer parameters, due to deeper energy penetration at the
short ranges.

The PWRC and normal mode forward models produced
similar results for the sound speed ratio between the first and
second layers and for the density of the first layer, as shown
in Fig. 22 for the source at 4.12 km. These parameter values
were listed in Table III for the PWRC method. The cost

FIG. 21. Cost function distribution envelopes for the two-layer normal
mode model, compared to the PWRC curves shown in Fig. 15 for the sound
speed at the top of the first layer,Ct1 , and the first layer thickness,H1 .

FIG. 22. Cost function distribution envelopes for the two-layer normal
mode model, compared to the PWRC curves shown in Fig. 15 for the den-
sity, r1 , and the ratio of the sound speed at the top of the second layer to the
sound speed at the bottom of layer 1,Ct2 /Cb1 .
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function values were lower for the normal mode model at the
4.12 km range but larger for the normal mode model at 9.78
km. The density in the first layer at the 9.78 km range for the
normal mode model is slightly lower than that obtained for
the PWRC model; however, the normal mode distribution is
flatter than the PWRC distribution. The sound speed ratios
are consistent between the models at a given range, as seen
in Fig. 22.

The parameters for the normal mode model are included
in Table IV for three normal mode solutions, one for the 4.12
km source and two solutions for the 9.78 km source, along
with the PWRC results repeated from Table III. The second
normal mode solution from the 9.78 km source, referred to
here as NM2, was near the minima, but had a slightly greater
cost function than the solution labeled NM and is more con-
sistent with the normal mode solution at 4.12 km, and the
PWRC results. Note, that all the parameters from the four
solutions are consistent for several of the more sensitive up-
per layer parameters including the sound speed at the water–
sediment interface, the layer thickness, the density, and the
ratio of the sound speed at the top of the second layer to the
sound speed at the bottom of the first layer. The attenuations
in the first layer are not as well determined for either forward
model and are less sensitive to the inversion. The values for
all the examples listed in Table IV are from 0.28–0.51 db/
~m kHz! for the attenuations.

The layer thicknesses are within approximately 1.5 m
for all the solutions. The top layer thickness could be slightly
range dependent, due to variable deposition of the substances
forming the top layer. A more precise determination of the
top layer thickness was not made. Given the correct determi-
nation of the upper 1.3 m layer for the case III example in
Sec. IV A by the PWRC method, the lower thickness value
obtained in Fig. 21 is plausible.

Also, the lower sound speed ratio from the first to the
second layer from the normal mode inversion for the source

at 9.78 km, column four, compensates for the slightly thicker
layer and higher sound speed gradient in the first layer, to
produce a comparable sound speed at the top of the second
layer, as listed at the bottom of Table IV. Another possibility
for the slight inconsistency for the farthest range bulb with
the normal mode model may also be slight errors in the
bathymetry. A comparison of the sensitivity for the normal
mode and PWRC models to bathymetry errors was not in-
vestigated in this study.

The thickness of the second layer for both forward mod-
els was also less sensitive, but gave some consistent values
near 35 m, except for the normal mode solution, NM. The
second layer parameters from the 4.12 km source were con-
sistent with those from the PWRC method, since these were
also obtained from the 4.12 km source. Attenuation gradients
are less consistent between the models and between the same
model for different sources, although they are very small for
most of the inversion results.

The cost function values for the 9.78 km source are
greater than for the 4.12 km source for both models. This is
due to the decrease in the SNR as the range increases, inde-
pendent of which forward model used. The SNR would de-
fine an upper limit on the cost function values that would
reveal determinable parameters. However, since discernable
minima are seen for the farthest range bulbs at 9.78 km for
both models for some of the parameters shown in Fig. 21,
this limit was not reached for the experimental data pre-
sented here for either the PWRC or the normal mode models.

The attenuations in the first layer were comparable be-
tween the two forward models, as was the layer thicknesses.
Finally, for the normal mode model, lowering the sound
speed at the water–sediment interface by several meters per
second only changed the cost function value from 0.530 to
0.538, showing the insensitivity to the exact determination of
the parameters for the 9.78 km source with the normal mode
model.

TABLE IV. Two-layer solutions for PWRC and normal mode inversion methods, for range-independent inver-
sions. The last four entries are calculated with the parameters obtained from the inversion. The last column
gives a normal mode solution near minima for the 9.78 km source.

Parameter PWRC NM 4.12 km NM 9.78 km NM2 9.78 km

Ct1 m/s 1594.49 1594.51 1624.64 1595.56
H1 m 0.64 1.53 2.17 1.93

Cg1 1/s 0.531 1.920 1.303 2.043
r1 g/cm3 1.883 1.814 1.783 2.054
Ct2 /Cb1 0.957 0.959 0.942 0.961

a t1 dB/(m kHz) 0.506 0.432 0.281 0.439
ag1 dB/(m2 kHz) 22.7831023 5.9231023 21.3731023 4.6831023

H2 m 34.70 36.05 27.10 35.50
Cg2 1/s 2.170 2.109 0.991 3.109

r2 g/cm3 1.741 1.649 1.852 1.803
Csub/Cb2 1.141 1.100 1.348 1.083

a t2 dB/(m kHz) 0.179 0.112 0.198 0.312
ag2 dB/(m2 kHz) 1.5731025 0.016 20.019 2.8331023

asub dB/(m kHz) 0.792 0.392 0.418 0.508
rsub g/cm2 1.878 1.726 1.867 1.964

Cb1 m/s 1594.83 1597.45 1627.46 1599.50
Ct2 m/s 1526.25 1532.02 1533.05 1537.66
Cb2 m/s 1601.55 1608.07 1559.91 1648.03
Csub m/s 1827.37 1768.63 2102.64 1785.09
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e. Shear speed determinations.The effects of adding
shear wave contributions to the reflection coefficients were
also examined for the phosphorite material of the first layer.
One possible effect could be an adjustment of the attenuation
values, since the conversion of energy into shear waves
might be manifested in the increased loss seen for this envi-
ronment. The PWRC program was easily adapted to include
these terms since the ORCA reflection coefficient model
could account for shear wave effects. Figure 23 shows the
uncertainty for the shear speed associated with the hard layer.
The minimum value is determined to be approximately 642.4
m/s. The two-layer model was used to obtain this value, with
the result that a similar compressional sound speed was
found for the first layer of the 4.12 km range bulb. The
compressional attenuations increased to 0.742 dB/~m kHz!;
however, the uncertainty plot did not reveal very clear
minima, and the previous value of 0.342 dB/~m kHz!, ob-
tained with the fluid model, was also near this same mini-
mum cost function value. The shear attenuations were not
well determined either, but the minimum at 0.42 dB/~m kHz!
was consistent with the compressional attenuations. For this
data set, there was no appreciable effect from adding shear
contributions for the upper layer. In other words, a fluid
model description is adequate to describe the propagation for
this environment, which may be consistent with the large
voids seen in the samples of the overlying crusted layer ob-
tained here. This example does demonstrate, however, that a
more complete physical reflection coefficient model is easily
incorporated into the PWRC model.

2. Range-dependent data

The results obtained from the range-independent site I
data were a starting point for the analysis of the site I range-
dependent data. The range-independent bottom parameter re-
sults were used to predict the data time series for the range-
dependent propagation. Finally, these results were compared
to actual inversions of the range-dependent data.

Range-dependent data were taken perpendicular to the
array along the track from D to E as shown in Fig. 13. The

bathymetry was determined from 38 kHz data recorded using
four sensors mounted underneath the ship. The location of
the bottom as revealed by the XBTs are roughly consistent
with the 38 kHz data. The bathymetry is shown in Fig. 24,
where negative ranges are used for sources up-slope from the
receiver array.

a. Range dependence of SSPs.The range-varying
sound speed profiles for the eigenray calculations appear in
Fig. 24, where the sound speed at the bottom of each profile
is located in the figure at the approximate range where the
corresponding XBT was dropped. This variability in the wa-
ter sound speed with respect to range was found to be im-
portant for range-dependent data, in contrast to the range-
independent data results.

Ray plots for both the up-slope and down-slope propa-
gation reveal details of the propagation behavior that are
consistent with the range dependence of the SSPs in Fig. 24.
Propagation paths starting from the longest range source up
slope from the array are shown in Fig. 25. The region of the
sound speed profiles below approximately 100 m in depth
creates a channel that traps energy below this depth for
source-to-receiver ranges beyond approximately 6 km. The
refraction of the paths down slope in this channel results in a
caustic region, as seen by correlating the ray path structures
in Fig. 25 to the SSP at the corresponding range in Fig. 24.

The up-slope propagation paths also reflect the range
dependence in the SSP structure. Starting from the longest
range source down slope from the array, an upper channel is
apparent initially near the surface at depths less than approxi-
mately 50 m. This channel persists to approximately 6 km in
range, as shown by the paths in Fig. 26 which refract up-
wards and reflect off the surface, but then refract downwards
to the bottom after this range. Correlating this channel with
the upper depths of the last three profiles in Fig. 24 reveals
an upper channel that diminishes as the receiver range is
approached.

b. Time series analysis.Good agreement was obtained
by using the range-independent results to predict the time

FIG. 23. Cost function distribution envelope of the shear speed in the first
layer, showing a minimum corresponding to a shear speed of approximately
642 m/s.

FIG. 24. Bathymetry plot taken along the range-dependent track run from
point D to point E, and the sound speed profiles taken along the track. The
approximate location of the XBT with respect to the array is indicated at the
bottom of the profile.
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series of the range-dependent data. Data time series for the
first 10 receivers are shown in Fig. 27 for two of the sources,
using the range-independent results. Similar to the range-
independent runs, approximately two to three bottom-
interacting arrivals are seen at each range. The model time
series for these same sources are also shown in Fig. 27. No-
tice that the first arrival group’s decreasing amplitude with
increasing range is correctly predicted by the model time
series.

Similar to the range-independent path determinations,
the initial arrival from each interaction at the first receiver for
each range was determined from the data. These were com-
pared to the identified eigenray arrivals from the model out-
put. The decreasing SNR at the farther ranges limits the use-
fulness of the data beyond approximately 6 km, except for
coarse determinations of arrival structure. Data recorded
from sources located within approximately 1 km overloaded
the hydrophones and was not used for inversion analysis.
However, the initial arrival of each bottom interaction was
still discernable.

The comparison of the model and data results shown in
Fig. 28 indicate that the ray paths are correctly identified,
showing the usefulness of a geometric model even for a
shallow-water range-dependent environment. Small differ-

FIG. 25. Ray trace plot starting from the farthest source and propagating
down slope to the receiver array. The arrow indicates the downward refract-
ing channel that results in a caustic region.

FIG. 26. Ray trace plot starting from the farthest source and propagating up
slope to the receiver array. The arrow designates the upper channel that
diminishes with range from the source.

FIG. 27. Time series of range-dependent data for receivers 1–10, excluding
receiver 3, up slope from the array at ranges ofr 522.84 km andr
523.81 km. Corresponding model time series generated from the range-
independent inversion are also shown.

FIG. 28. Range-dependent arrival time structure. Times are shown relative
to the first arrival.
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ences in the arrivals may be caused by the use of a specific
ray path travel time as compared to using the generated
model time series and picking off the arrivals, as was done
with the data. Also, errors in the bathymetry because of sam-
pling and measurement may contribute small differences.
Nonetheless, it is clear that the arrival structure can be un-
derstood in terms of geometrical optics, and that information
can be obtained by examining the bottom interacting angles
determined by the model. To the left of the array, beyond the
4.63 km source, the caustic region was identified in the ray
model and corresponded to locations where the first bottom
interactions did not contribute to the field. This results in the
discontinuity in the arrivals from the data beyond this range,
up to about 7 km up slope from the array. Down slope, the
direct path persists to a range of approximately 7 km, as
designated by the vertical line in Fig. 28. Beyond this, the
first bottom interaction is used as the reference arrival.

The water-borne eigenray paths were constructed taking
into account the range-dependent SSPs and bathymetry to
facilitate the range-dependent inversions to be discussed in
Sec. IV B 2c. MEDUSA was used to calculate the range-
dependent eigenrays to the receiver array for the first 10
receivers~excluding hydrophone 3 because of a malfunction
in this receiver!. The cost function values obtained by using
the parameters from the range-independent inversion were
similar to the range-independent results at corresponding
ranges to the array, but were slightly lower for sources at the
shallower water depths because data from fewer receivers
were used. For instance, for a source 2.86 km up slope from
the array, the cost function value was 0.286 for the final
solution from the range-dependent inversion. The cost func-
tion minimum increased with increasing range as the SNR
decreased. The source at 3.81 km towards end point E gave a
minimum cost function value of 0.36. More discussion of the
range-dependent inversions are given in Sec. IV B 2c.

Using the range-independent parameters listed in Table
III gave cost function values that were similar to the mini-
mum values of the range-independent inversions. This simi-
larity suggests that much of the analysis of the range-
dependent data can be simplified by using the range-
independent parameters. For example, the importance of
including the range-varying SSPs and bathymetry was also
examined by using the range-independent parameters. The
SSP analysis was done by assuming a constant SSP taken at
the receiver, similar to the range-independent inversions. The
result was that the direct path did not propagate to ranges
distant enough as compared to the data. Also, the caustic
region up slope from the array was not reproduced. This
result is shown in Fig. 29, where the disappearance of the
direct path is designated and is shown to occur at a much
shorter range than in Fig. 28.

The importance of using the experimentally determined
bathymetry was shown by comparing the data arrival struc-
ture to the model results obtained by assuming the bathym-
etry was constant at the receiver depth of 228.7 m. The re-
sult, presented in Fig. 30, shows that it is not possible to
explain the arrival structure unless the actual bathymetry is
included. The direct path for a constant bathymetry persists
to all source ranges, in contrast to the recorded arrival struc-

ture. Also, bottom interacting paths accumulate an increasing
arrival time error for each bottom reflection because of a path
difference error resulting from the assumption of constant
bathymetry as compared to an increasing bottom depth with
range from the measurement. On the up-slope side of the
array, the caustic region is not realized in the model, due to
using the SSP near the receiver instead of the SSP farther up
the slope where the caustic region is generated.

c. Range-dependent inversions.The inversions for the
range-dependent data were performed with several sources
both up slope and down slope to the array. The results were
very close to the range-independent solutions, again used as
the starting values. Table V shows the inversion results ob-
tained for two sources up slope from the array and one
source down slope. The resulting cost function values are
seen to be very close to the initial cost value for a given
source. Several thousand iterations were taken to obtain
these minimum values; the number of iterations required are
listed in the third row of Table V. Note that the lack of

FIG. 29. Arrival structure assuming the SSP at the receiver along with the
measured bathymetry.

FIG. 30. Arrival structure assuming a flat bathymetry at receiver depth and
using the SSP taken at the receiver.
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variation of some the parameters is because of their weak
dependence in the received data. The range-dependent
bathymetry and SSPs were used to construct the water-borne
paths for these inversion results.

The range-dependent solution from the source at 4.65
km only differs from the range-independent solution in the
first layer thickness of 0.44 m. Recall that a similar value
was obtained for the farthest source range of 9.78 km in the
range-independent inversion. Similar range-dependent inver-
sion results were also obtained for the source at 3.81 km,
although the first layer parameters have some slight differ-
ences. Down-slope from the array, the source at 6.42 km
produced a slightly lower sound speed but higher density in
the first layer. However, the cost function value only changed
from 0.295 to 0.248 for this source. The thickness of the first
layer was similar to those at the two up-slope sources, pro-
ducing a value of 0.43 m for the inversion. The sound speed
ratio,ct2 /cb1 , was 0.965 for this down-slope source, slightly
larger than for the two up-slope sources which both match
the range-independent result. The down-slope source pro-
duced smaller cost function values than either the range-
independent source or the up-slope sources at similar ranges.

Cost function distributions were generated for the range-
dependent parameters from the source at 3.81 km and were
shown to be very similar in shape to the range-independent
inversion distributions. Cost function distribution envelopes
for all three sources listed in Table V are shown in Fig. 31,
where the minimum values can be seen by inspection. De-
spite the range of cost function values, due to the decrease in
SNR with range, all three envelopes have very similar shapes
and minima location. The difference in cost function values,
at a given range, as compared to the range-independent re-
sults at a similar range is because only nine receivers were
used for the range-dependent inversions as compared to 19
for the range-independent data. Since the array was approxi-

mately perpendicular to the range-dependent sources, further
averaging in the cost function was pointless.

Several other sources show inversion results similar to
those in Table V and are not included here. The excellent
agreement between the range-independent and range-
dependent data inversions averts the need for a range-
dependent seabed analysis of this data. More exact measure-
ments would have to be performed to necessitate a range-
dependent seabed model but are beyond the scope of this
work.

As a final confirmation, two of the inversions were re-
peated using initial parameter values different from those of

TABLE V. Two-layer solutions for PWRC method range-dependent inver-
sion. The units are sound speed, m/s; layer thickness, m; sound speed gra-
dient, 1/s, density, g/cm3; attenuation, dB/~m kHz!; and attenuation gradient,
dB/~m2 kHz!.

Parameter

Source
4.65 km
Up slope

Source
3.81 km
Up slope

Source
6.42 km

Down slope

Init. cost 0.464 0.368 0.295
Min. cost 0.462 0.360 0.248

Iteration No. 3003 10 343
Ct1 1594.49 1595.30 1588.40
H1 0.44 0.51 0.43
Cg1 0.531 1.476 2.077
r1 1.883 1.895 2.039

Ct2 /Cb1 0.957 0.957 0.965
a t1 0.506 0.441 0.640
ag1 22.7831023 4.4531022 28.5331023

H2 34.70 34.35 31.82
Cg2 2.170 2.587 2.975
r2 1.741 1.741 1.932

Csub/Cb2 1.141 1.141 1.290
a t2 0.179 0.179 0.125
ag2 1.5731025 1.5731025 7.1531023

asub 0.792 0.792 0.592
rsub 1.878 1.878 2.176

FIG. 31. Cost function distribution envelopes for several of the range-
dependent inversion parameters for the sources listed in Table III.
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the range-independent solution in Table III. The results were
consistent with those in Table V for sources 3.81 km up
slope and 6.42 km down-slope from the array. Table VI
shows the results of these inversions, including the initial
values. The total number of iterations that were performed
are in Table VI. Although, slightly different, the values are
again close to the range-independent results. This analysis
was performed as a consistency check of the results in Table
V, where some of the second layer and substrate parameters
did not change from the range-independent results. The last
column of Table VI was obtained after 24 500 iterations and
gives a slightly better cost function than that in column five.
However, the ratio of the second layer sound speed to the
first layer sound speed is also lower in column six and is
consistent with the results for the sound speed in layer two
from the range-independent inversions.

V. CONCLUSION

A plane wave reflection coefficient approach to geoa-
coustic inversions was presented. Range-independent and
range-dependent environments each are treated by separating
the water column propagation from the interaction with the
seabed. A detailed analysis of this propagation method was
given, and results were compared to analytic solutions for
some simple environments. Good results from the applica-
tion of the PWRC method to the recent IT workshop test
case III problem were presented. All three test cases reported
here and in Ref. 41 validate the PWRC method for rapidly
determining multilayer geoacoustic parameters in range-
independent environments. In test case III, the range-
independent first layer was determined. Test case III also
showed that by generalizing the PWRC method to account
for range segments a range dependence in the geoacoustics
of the bottom layers could be modeled.

Geoacoustic parameters obtained from the inversion of
both a range-independent and a range-dependent shallow-

water environment were presented. A two-layer analysis of
the range-independent environment was first discussed, re-
sulting in a single parameter set to describe the time series
for all the sources. The range dependence of the sound speed
profiles was then examined. For this environment, consistent
results were obtained using either the source or the receiver
water sound speed profile for the range-independent data.
However, analysis of the range-dependent data showed the
importance of taking into consideration the range-dependent
water sound speed profiles to properly account for the propa-
gation and to obtain accurate inversion results. Finally, the
determined range-independent parameter values were used to
predict the range-dependent data. These parameters values
compared well to the parameter values obtained by direct
inversions of the range-dependent data. Time series compari-
sons were made between the model solutions and the actual
data to demonstrate the accuracy of the inversion results. The
propagation in this environment is represented well by a geo-
metric theory.
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Acoustic solutions for numerical models in which an overly coarse discretization of a stairstep
boundary is employed to simulate smoothly varying bathymetry are degraded in a way that
simulates scattering. Geometrical optics approximations are used to derive discretization criteria for
simulating a smoothly sloping interface for the case of a source embedded in either an acoustic or
an elastic seafloor, and applied to modeling T-phases. A finite difference time-domain modeling
approach is used to synthesize T-phases for both smoothly sloping and rough seafloor boundaries.
It is shown that scattering at a rough seafloor boundary yields ocean-borne acoustic phases with
velocities near those of observed T-phase, while smooth seafloor models yield T-phases with slower
horizontal velocities. The long duration of the computed T-phases for both the rough acoustic and
elastic models is consistent with energy being scattered into the sound channel both as it transits the
ocean/crust boundary, as well as at several subsequent seafloor reflections. However, comparison
between the elastic and acoustic modeling solutions indicates that the T-phase wavetrain duration
decreases with decreasing impedence contrast between the ocean and seafloor. ©2004 Acoustical
Society of America.@DOI: 10.1121/1.1643361#
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I. INTRODUCTION

In many computational methods, a series of flat surfaces,
or stairsteps, is used to represent a smooth, sloping boundary.
Jensen~1998! demonstrated that the representation of slop-
ing seafloor bathymetry by overly coarse stairsteps in ocean
acoustic models leads to acoustic field solutions that include
significant sidelobe diffractions. These numerical artifacts
arise because each step acts as a point scatterer. If the spac-
ing between stairsteps is a significant fraction of the incident
wavelength for a source in the ocean column, the reflected
phase consists of both a specularly reflected phase corre-
sponding to the result for a smooth seafloor, and diffracted
sidelobes resulting from coherent interference between
waves diffracted from the array of point scatterers~Jensen,
1998!. For sufficiently small spacing between the steps, the
solution for the faceted boundary approximation approaches
that for the smooth boundary.

This paper addresses the question of how finely seafloor
bathymetry must be discretized to accurately model T-phase
excitation. T-phases are seismically excited acoustic waves
that propagate in the oceanic low-velocity sound channel,
known as the SOFAR channel. Ray theory predicts that, be-
cause of the high velocity constrast between the oceanic
crust and the ocean,P waves excited by a source within the
crust or upper mantle are refracted into acoustic waves that
propagate nearly vertically within the ocean column. Two
mechanisms, or some combination thereof~Park et al.,
2001!, are commonly invoked to explain how crustal sources
excite nearly horizontally propagating acoustic phases
trapped within the SOFAR channel. These are downslope

propagation~Tolstoy and Ewing, 1950; Talandier and Okal,
1998!, which predicts that repeated interactions with a slop-
ing seafloor result in an almost horizontally propagating
acoustic phase, and scattering from a rough seafloor~de
Groot-Hedlin and Orcutt, 1999, 2001!, which predicts that
acoustic phases are excited in proportion to the acoustic
model amplitude at the seafloor depth.

In order to develop the modeling capability to distin-
guish between these competing hypotheses, it is vital to
eliminate numerical artifacts associated with an overly
coarse discretization of the seafloor and thus ensure that only
physically realistic acoustic phases are synthesized. In this
paper, the stairstep spacing necessary to avoid diffracted
sidelobes is examined for sources embedded within the oce-
anic crust. The results for a fluid–fluid interface, that is, ne-
glecting shear~S! velocities in the crust, and for a fluid–
elastic boundary, with nonzero shear velocities within the
crust, are considered separately. The results are applied to the
computation of T-phases to determine which of the two com-
peting excitation mechanisms is dominant in their excitation.

II. DIFFRACTIONS AT A STAIRSTEP INTERFACE

A. Fluid–fluid boundary

If each stairstep acts as an omnidirectional scatterer,
then diffraction lobes are generated by constructive interfer-
ence between waves radiated from neighboring scatterers.
The direction in which the sidelobes propagate can be de-
duced from physical and geometrical considerations, as in
Jensen~1998!. In the following, sidelobe propagation angles
are derived for a plane wave incident from below on a slop-
ing fluid–fluid interface represented by a series of stairsteps.
Although the focus of this investigation is on the excitationa!Electronic mail: chedlin@ucsd.edu

1103J. Acoust. Soc. Am. 115 (3), March 2004 0001-4966/2004/115(3)/1103/11/$20.00 © 2004 Acoustical Society of America



of acoustic energy within the ocean, it is important to avoid
creating reflected diffraction sidelobes within the seafloor,
since reverberations within oceanic sediments or crustal lay-
ers can leak acoustic energy back into the seafloor. There-
fore, discretization levels required to accurately model both
seismic energy reflected back into the crust, and acoustic
energy transmitted into the ocean column, are considered.

1. Reflected diffraction lobes

Consider a vertically propagating acoustic phase inci-
dent directly from below on an interface inclined downward
to the right at an angleu, represented by a series of stairsteps
of height a located at intervals ofDx. The lower medium
represents oceanic crust and sediments and the upper me-
dium represents the ocean column. The angles at which
forward-scattered diffraction lobes are reflected into the crust
can be derived from the geometry shown in Fig. 1~where
forward is defined as the downslope direction!. Constructive
interference occurs at anglesg, for which the path difference
(a1b) is an integral number of wavelengths. Referring to
Fig. 1, one obtains

sin~2gn!5
nlseis

Dx
cos~u!2sin~u!, n50,1,2,..., ~1!

wheregn is defined as positive clockwise with respect to the
normal to the interface, andlseis is the wavelength of the
incident seismic wave. Forn50, this reduces tog05u, i.e.,
the angle of reflection is equal to the angle of incidence at a
smooth interface. Thus, for a smooth interface modeled as a
stairstep boundary, only the solution forn50 is physically
realistic and higher-order diffraction lobes are numerical ar-
tifacts.

The stairstep spacing necessary to eliminate these
forward-reflected sidelobes may be derived from Eq.~1! as

Dx,
lseiscos~u!

11sin~u!
. ~2!

Similarly, the angles at which backward-reflected dif-
fraction lobes are generated can be derived as indicated in
Fig. 2. This time, constructive interference occurs when the
path length difference (b2a) is an integral numbers of

wavelengths. Thus, diffraction lobes are generated at angles

sin~gn!5
nlseis

Dx
cos~u!1sin~u!, n50,1,2,... . ~3!

The solution forn50 in Eq.~3! is identical to that of Eq.~1!.
The criterion for eliminating backscattered sidelobes is

Dx,
lseiscos~u!

12sin~u!
. ~4!

Comparing Eqs.~2! and~4!, it can be seen that the criterion
for eliminating forward-reflected sidelobes is slightly more
stringent than that for eliminating backscattered reflections.
For the small-slope angles typical of the seafloor, the
stairstep spacing need only be slightly smaller than the seis-
mic wavelength.

2. Transmitted diffraction lobes

Derivation of the angles at which diffraction lobes are
transmitted into the overlying medium is complicated by the
fact that the wavelength of the acoustic phase excited in the
ocean differs from that in the oceanic crust. As indicated in
Fig. 3, these diffraction lobes are scattered forward at angles
such that the path length difference (a1b) is an integral
number of wavelengths. Taking into account the difference in
velocity, and hence wavelengths, between the crust and
ocean, each path length may be written in terms of the frac-
tional number of wavelengths, i.e.,a5alseis andb5bloc,

FIG. 1. Diagram showing the geometry for computing the propagation angle
of forward-reflected diffractions at a sloping boundary represented by
stairsteps, for a plane wave incident directly from below. Coherent reflec-
tions occur when the stairstep spacingDx is large enough that the difference
in path length (a1b) is an integral number of wavelengths. Diffraction
angles are defined as positive clockwise from the normal to the interface.

FIG. 2. Geometry for computing the propagation angle of upslope-reflected
diffractions. Coherent reflections occur when the path length difference (b
2a) is an integral number of wavelengths. The solution forb5a corre-
sponds to specular reflection, and yields the physically realistic solution for
a smooth boundary.

FIG. 3. Geometry for computing the propagation angle of diffractions trans-
mitted into the ocean column in the downslope direction. Coherent reflec-
tions occur when the path length difference (a1b) is an integral number of
wavelengths.
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whereloc is the acoustic wavelength within the ocean. Con-
structive interference occurs at angles such thata1b5n,
i.e.,

a1b5alseis1~n2a!loc. ~5!

Referring to the geometry of Fig. 3, one derives, after some
algebraic manipulation

sin~gn!5
nloc

Dx
cos~u!2

voc

vseis
sin~u!, n50,1,2,..., ~6!

wherev denotes velocity, andgn is the angle at which side-
lobes are transmitted in the downslope direction, defined as
positive clockwise with respect to the normal to the inter-
face.

The solution for the fundamental loben50 is just a
statement of Snell’s law~since gn is defined as positive
clockwise from the normal to the interface! and is thus the
physical solution for a smooth boundary. Foru50, Eq. ~6!
reduces to the equation for a diffraction grating~Halliday
and Resnick, 1974!; thus, higher-order lobes are numerical
artifacts associated with overly coarse discretization of the
boundary. From Eq.~6!, it can be seen that a physically
realistic solution is achieved given stairstep spacings of

Dx,
loccos~u!

11~voc/vseis!sin~u!
. ~7!

Finally, diffraction lobes can be transmitted upslope into the
overlying medium as shown in Fig. 4. Constructive interfer-
ence occurs at angles for which the path length (b2a) is an
integer number of wavelengths. These angles are given by

sin~2gn!5
nloc

Dx
cos~u!1

voc

vseis
sin~u!, n50,1,2,...,

~8!

and sidelobe diffractions transmitted in the upslope direction
are eliminated for

Dx,
loccos~u!

12~voc/vseis!sin~u!
. ~9!

Given that acoustic velocities within the ocean column
are usually lower than those of the crust, the criteria for

avoiding numerical artifacts associated with the stairstep ap-
proximation are not especially limiting. These criteria, given
by Eqs.~2!, ~4!, ~7!, and~9!, indicate that for shallow slopes,
the stairstep spacing must be slightly smaller than the small-
est wavelength within the environmental model. For a typical
ocean acoustic model, the ocean sound speed is less than that
of the seafloor, so that Eq.~7! provides the limiting criterion
for accurate solutions. As will be shown next, the introduc-
tion of shear velocities within the oceanic crust imposes
stricter criteria on the stairstep spacing for a fluid–elastic
boundary.

B. Fluid–elastic boundary

A multiplicity of phases can be excited at a fluid–elastic
boundary. Compressional~P! waves incident on a smooth
boundary can be reflected both asP- andSwaves, and trans-
mitted into the ocean as acoustic energy. Conversely, inci-
dentSwaves give rise to reflectedP- andSwaves, as well as
transmitted acoustic waves. For a stairstep boundary, each
reflected and transmitted phase is potentially associated with
diffracted lobes arising from an overly coarse discretization
of the slope.

The criteria for ensuring that physically unrealistic side-
lobes are not excited in the ocean column by a vertically
propagatingS wave incident on the solid–fluid interface are
given by Eqs.~7! and~9!, wherevseis is theS-wave velocity.
Equations~2! and~4! hold for eitherP- to P-wave reflections
or S- to S-wave reflections, wherelseis is the appropriate
seismic wavelength. The problem only becomes more com-
plicated forP waves reflected intoS-wave energy, orSwaves
reflected intoP-wave energy within the solid. In this case,
referring again to the geometry of Fig. 1, it can be seen that
forward-scattered diffraction lobes are formed at angles

sin~2gn!5
nlseis

out

Dx
cos~u!2

vseis
out

vseis
in

sin~u!, n50,1,2,...,

~10!

wherevseis
in refers to the velocity of the vertically propagating

wave incident on the interface andvseis
out and lseis

out are the
velocity and wavelength of the outgoing seismic phase, re-
spectively. Again, the fundamental lobe solution (n50) is
the only physically realistic one. Thus, the required stairstep
spacing is

Dx,
lseis

out cos~u!

11~vseis
out/vseis

in !sin~u!
. ~11!

Compressional velocities are always greater than shear ve-
locities within an elastic solid, and in water-saturated sedi-
ments the ratio may be as high as 13~Hamilton, 1979!. Thus,
for S- to P conversions, Eq.~11! predicts that the required
stairstep spacing is very small. For aVp /Vs ratio of 2, the
required stairstep spacing islp/3 for a 40° slope; for a
Vp /Vs ratio of 10, a 40° stairstep slope must be sampled at
intervals of lp/10. Corresponding discretization values for
P- to S conversions are predicted to be even smaller. For
Vp /Vs52, Dx must be less than or equal to 0.55ls

('lp/3.5) for a 40° slope; forVp /Vs510, Dx must be less

FIG. 4. Geometry for computing the propagation angle of diffractions trans-
mitted into the ocean column in the upslope direction. Coherent reflections
occur when the path length difference (b2a) is an integral number of
wavelengths. The solution forb5a yields Snell’s law, and corresponds to
the physically realistic solution for a smooth boundary.
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than or equal to 0.7ls('lp/14) for the same slope.
Similarly, the general formula for diffraction angles of

backscattered reflections is given by

sin~gn!5
nlseis

out

Dx
cos~u!1

vseis
out

vseis
in

sin~u!, n50,1,2,...,

~12!

and the appropriate discretization is

Dx,
lseis

out cos~u!

12~vseis
out/vseis

in !sin~u!
. ~13!

The stairstep spacing required for accurately modeling back-
scattered reflections is larger than for the forward-scattered
reflections. Thus, the limiting stairstep spacing required to
simulate a smooth boundary when modeling seismic to
acoustic interactions for sources within the elastic ocean
crust is given by Eq.~11!, for an incidentP wave and a
reflectedS wave.

III. NUMERICAL SOLUTIONS

A. Results for a fluid–fluid boundary

The test problem, shown in Fig. 5, features an interface
that angles downward to the right at a gradient of 1/8
~'7.1°!. The compressional velocity is 1.5 km/s in the upper
medium and 3.2 km/s in the lower medium; the density con-
trast between the lower and upper medium is 2.3. The den-
sities and compressional velocities of the lower medium are
representative of solidified marine sediments at the ocean
floor. Acoustic field solutions are sought for a compressional
cosine source beam directed upward. Each element in the
source array is a 5-Hz sinusoid with exponential growth and
decay as shown in Fig. 6~a!; the bandwidth of the source is
as shown in Fig. 6~b!.

The criteria developed in the previous section are valid
for monochromatic plane waves incident on a stairstep
boundary from directly below; however, the cosine beam

source used here is neither perfectly planar nor monochro-
matic. Given that the source beam has a finite width and is
located a finite distance from the stairstep boundary, it may
be mathematically represented as a superposition of plane
waves using the Cagnaird–de Hoop method~Aki and Rich-
ards, 1980!, with wave vectors pointing in all directions. The
presence of energy with wave vectors in a direction that de-
parts from that of the main beam affects the stepsize crite-
rion; the geometry for forward scattering from a beam inci-
dent at an arbitrary anglei with respect to the normal to a
stairstep boundary is shown in Fig. 7. As before, the path
lengthsd and b may be written in terms of the fractional
number of wavelengths, i.e.,d5alseis and b5bloc. Con-
structive interference occurs at angles such thata1b5n.
After some algebraic manipulation, one derives

sin~gn!5
nloc

Dx
cos~u!2

voc

vseis
sin~ i !, n50,1,2,..., ~14!

as the angles at which constructive interference occurs.
Again, only then50 solution is physically realistic, so the
stairstep discretization criterion for a plane wave incident at

FIG. 5. Environmental model for numerical computations, with varying
stairstep spacings. A cosine beam of width 6 km, at 26-km depth, is incident
from below on a boundary with a 1:8 gradient. The compressional velocity
is 3200 m/s in the lower medium and 1500 m/s in the upper medium. For the
acoustic computations, the shear velocity is 0 throughout; for the elastic
computations, the shear velocity is 1600 m/s in the lower medium.

FIG. 6. The source function for the computations.~a! Time series for the
central element within the source beam.~b! The source spectrum.

FIG. 7. Geometry for computing the propagation angle of diffractions trans-
mitted into the ocean column in the downslope direction for a plane source
at an incidence angle ofi with respect to the boundary. Coherent reflections
occur when the path length difference (d1b) is an integral number of
wavelengths.
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an arbitrary anglei with respect to the normal to the interface
becomes

Dx,
loccos~u!

11~voc/vseis!sin~ i !
. ~15!

It may be similarly shown that the sin~u! term in the denomi-
nator of each of the discretization criteria listed in Eqs.~2!,
~4!, ~9!, ~11!, and~13! is replaced by sin(i). Thus, given that
the discretization criteria depend on both the angle of inci-
dence and the frequency~through the wavelength!, it should
be emphasized that they do not represent a sharp cutoff, but
rather, the onset of scattering is gradual. A broader discussion
on the use of beams to approximate a plane wave source may
be found in Stephen~2000!.

Finally, interface waves, like head waves or Stoneley
waves, which are excited by the interaction of a spherical
wave with a plane boundary, could be excited by the source
beam since it includes spherical wave components. Further-
more, since the stairsteps act as secondary point scatterers,
they could also play a role in exciting interface waves. A full
treatment of interface waves is beyond the scope of this pa-
per; however, in the examples shown here, the solutions are
dominated by the diffraction effects discussed in the previous
section.

A two-dimensional~2D! acoustic finite difference time-
domain~FDTD! modeling method is applied to the test prob-
lem. To eliminate reflections from outgoing waves at the
edges of the computational domain, and thereby model an
unbounded region, the perfectly matched layer absorbing
boundary condition~Berenger, 1994!, modified for use in
acoustics, is used to absorb energy at the bottom and sides of
the grid over a wide range of angles. For each computation,
a grid spacing of 20 m in both the horizontal and vertical
directions is used, i.e., over 15 points per compressional
wavelength—greater than the minimum of 10–12 nodes per
wavelength required to minimize numerical dispersion in the
FDTD approach~Taflove and Hagness, 2000!. In the follow-
ing, acoustic field solutions are computed for a series of
stairstep spacings in increments of 160 m. These spacings
were chosen so that the grid size could be uniform within
each model. Thus, for a stairstep spacing of 160 m, a vertical
step of 1 gridpoint occurs every 8 horizontal gridpoints; for a
stairstep spacing of 320 m, a vertical step of 2 gridpoints
occurs every 16 horizontal gridpoints, etc., given that the
slope has an average gradient of 1/8. Thus, differences in the
solutions are due to variations in both the stairstep spacing
and the step rise. Larger rises between steps mainly affect the
amplitude of the sidelobes; however, an examination of the
sidelobe amplitudes is beyond the scope of this paper.

Equation~7! predicts that the maximum allowable spac-
ing required for modeling physically realistic transmissions
at the seafloor boundary is 281 m for a 5-Hz source. The
acoustic field solution for a model with a stairstep spacing of
160 m, shown in Fig. 8 att511.25 s, thus corresponds to the
result for a smooth slope. By this time, the upgoing acoustic
phase has been partly reflected from the interface at an angle
of 2u with respect to the incident phase, and partly transmit-
ted into the upper medium in a direction nearly perpendicular
to the interface, as predicted by Snell’s law.

Figure 9 shows acoustic field solutions att511.25 s,
computed at stairstep spacings of 320 m and more. Equations
~7! and ~9! predict that diffraction sidelobes are transmitted
in both the upslope and downslope directions forDx
5320 m, but that no sidelobes should be excited in the lower
medium at this spacing. This is confirmed by Fig. 9~a!; dif-
fraction sidelobes excited in the ocean propagate at angles of
approximately 61° with respect to the normal in the downs-
lope direction and 81° in the upslope direction, as predicted
by Eqs. ~6! and ~8!, respectively. As shown in the lower
panels, the angle of propagation of these numerical artifacts
steepens with increasing stairstep spacing. This is in agree-
ment with the predicted propagation angles, which are shown
by the arrows in each panel.

With stairstep spacings greater than 540 m, sidelobes
corresponding to both then51 andn52 solutions of Eqs.
~6! and~8! are transmitted into the ocean column. Although a
full analysis of the diffraction amplitudes is beyond the
scope of this paper, note that Fig. 9 indicates that the ampli-
tude of the sidelobes decreases with increasing order number,
similar to the behavior of a diffraction grating. As the
stairstep spacing increases beyond 565 m, Eq.~2! predicts
that forward-reflected sidelobes are generated in the lower
medium, as shown in Fig. 9~c!. For stairstep spacings greater
than 725 m, sidelobes are also reflected in the upslope direc-
tion, as shown in Fig. 9~d!, and as predicted by Eq.~4!.
Figure 9~d! also shows a third-order diffraction node in the
ocean that, from Eq.~6! should not exist forf 55 Hz. The
existence of this sidelobe is likely due to the source band-
width; third-order sidelobes can be generated in the downs-
lope direction for f .5.3 Hz, which is within the source
bandwidth as shown in Fig. 6~b!.

B. Results for a fluid–solid boundary

The test problem is similar to that described above for a
fluid–fluid boundary, with the exception that the lower me-
dium in this case is an elastic solid with a shear velocity of
1.6 km/s. A 2D FDTD method suitable for elastic media

FIG. 8. Envelope of the acoustic field solution for a stairstep spacing of 160
m. The result corresponds to that of a smooth sloping boundary. Arrows
show the direction of the incoming phase and the predicted angles of specu-
lar transmission and reflection forf 55 Hz. The length of each arrow is
proportional to the velocity of the phase. Contour intervals are from 24 to 60
dB ~from white to black!, in steps of 6 dB.
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~Virieux, 1986!, is applied to the test problem. A first-order
absorbing boundary condition is used to terminate the sides
and bottom of the grid to simulate an infinite half-space~e.g.,
Taflove and Hagness, 2000!. As before, a grid spacing of 20
m in both thex and z directions is used. Again, a pressure
source beam with a center frequency of 5 Hz is applied.
However, because the source lies within the elastic medium,
it is impossible to introduce an entirely compressional source

beam. Instead, the differential pressure at the edges of the
beam yields a small shear source component with a velocity
equal to that of the compressional beam. The derived solu-
tions are thus a superposition of the results for both a com-
pressional source and a shear source.

For this problem, the maximum allowable spacing for
avoiding physically unrealistic diffractions is identical to that
of the acoustic problem above, i.e., 281 m. The elastic solu-
tion for a model with a stairstep spacing of 160 m is shown
in Fig. 10, at 11.25 s. The pressure field, shown in Fig. 10~a!,
is nearly identical to the acoustic field solution shown in Fig.
8. The shear field solution, shown in Fig. 10~b!, features two
reflected waves. The faster one is an artifact arising from the
fact that the source beam includes both shear and compres-
sional components, which propagate at equal velocity. The
incident shear component gives rise to the faster, specularly
reflected shear phase. The slower reflected phase is associ-
ated with the partial reflection of the incidentP wave into an
S wave.

Figure 11 shows the pressure field solution and the shear
stress field for a stairstep spacing of 320 m. The pressure
field is nearly identical to the acoustic field solution of Fig.
9~a!. However, as shown in Fig. 11~b!, shear diffractions are
excited in the lower medium by the incidentP phase. The
sidelobe to the right propagates at the angle predicted by Eq.
~10! for an incidentP wave and outgoing shear diffracted
phase, at 5 Hz. Equation~12! predicted that the shear side-
lobe to the left should only exist at frequencies greater than
5.3 Hz; thus, its presence is likely due to the finite source
bandwidth.

IV. MODELING T-PHASE EXCITATION

The examples of the previous section illustrate not only
the limits that must be placed on the stairstep spacing in
order to obtain a physically realistic solution but also, inci-
dentally, the effectiveness of scattering from an array of
point sources in transforming an upgoing seismic phase into
a nearly horizontally propagating acoustic phase in the ocean
column. Therefore, in a modeling study designed to distin-
guish between the two competing hypotheses of T-phase ex-
citation, i.e., downslope propagation vs seafloor scattering, it
is vital to limit the stairstep size in order to avoid introducing
acoustic scattering artifacts that result only from an overly
coarse discretization of the seafloor, and not from actual
roughness in the model.

In computing T-phases, one must consider the multiple
interactions of the ocean acoustic phase with the seafloor, as
well as the upgoing seismic phase. In downslope propagation
at a slope with angleu, it can be shown that the propagation
angle steepens by 2u with each bottom interaction. For a
plane wave with incident anglei with respect to the stairstep
boundary, the spacing required to maintain accuracy in the
downward reflected acoustic waves within the ocean column
is

Dx,
loccos~u!

12sin~ i !
, ~16!

where we have substitutedloc for lseis in Eq. ~4!—because
the geometry for propagation within the ocean is similar to

FIG. 9. Acoustic field solutions for stairstep spacings of~a! 320 m;~b! 480
m; ~c! 640 m; and~d! 800 m. Arrows show the predicted propagation direc-
tions of both the specular and diffracted phases.
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the geometry in Fig. 2, with the ocean and seafloor
reversed—and sin(i) for sin~u!—because, as outlined in Sec.
III, the sin~u! term in the denominator of each discretization
criterion in Sec. II is replaced by sin(i) for an arbitrary angle
of incidencei. Thus, the criterion for simulating a smooth
interface becomes less stringent with repeated seafloor re-
flections, that is,Dx increases as the propagation angle in-
clines to the horizontal.

In this section, T-phase excitation is computed for sev-
eral versions of a 2D model with a simple triangular ridge, as
shown in Fig. 12. In each one, the water velocity profile
corresponds to the annual average sound-speed profile at
~42N,130W!, as derived from the Levitus database~Levitus
and Boyer, 1994!. The seafloor velocity profile consists of
two layers representing the upper and middle oceanic crust,
with velocities and thicknesses obtained from the CRUST2
model at 43N, 129W.~The CRUST2 model is available at
http://mahi.ucsd.edu/Gabi/rem.html! The model features a
ridge with sides sloping at angles of 6.8°, with a peak at
1.5-km depth, well below the sound-speed minimum at 575
m but above the reciprocal depth at 2.8 km. The source is a
point source located at 7-km total depth, directly below the
peak of the ridge. The source time function and spectrum are
as shown in Fig. 6. Responses are synthesized for a vertical
array of hydrophones at depths from 50 to 2950 m at a 50-m
spacing, at a lateral distance of 100 km from the source, and
also for a horizontal ‘‘array’’ at the depth of the sound-speed
minimum, 600 m, at ranges from 20 to 110 km from the
ridge peak, with a lateral spacing of 10 km.

T-phases are calculated for four variants of the model
using the time-domain finite difference methods described in

the previous section. The object is to determine the role that
small-scale seafloor roughness plays in exciting T-phases,
and also to examine the importance of treating the oceanic
crust and sediments as elastic materials. The first variation is
an acoustic model, that is, the shear velocities are identically
zero, and the seafloor and sides of the ridge are modeled as
flat surfaces. The stairstep spacing for the sides of the ridge
ranges from 200 to 225 m, below the minimum spacing of
240 m needed to simulate a smooth, sloping interface, as
derived by Eq.~7! for a source with a maximum frequency
of 6 Hz. Note that seafloor roughness has not been entirely
eliminated as the ridge peak serves as a large scale scatterer.
For the second set of computations, the top of each layer is
replaced by a rough surface, as indicated by the heavy lines
shown in Fig. 12. The scale of the seafloor roughness is
within the limits imposed for small-scale scattering, i.e., the
amplitude of the scatterers is smaller than the source wave-
length, and the gradient is much less than 1~Ogilvy, 1987!.
For the third model, the seafloor is an elastic medium with
velocities as given in Fig. 12, with smooth sides. For this
model, the minimum stairstep spacing required to simulate
smooth sides is 231 m, as given by Eq.~7! for an incident
6-Hz S wave with velocity 2.5 km/s. The final model is an
elastic model with the top oceanic crustal boundaries re-
placed by a rough surface.

The models differ from realistic ocean models in several
important respects. First, the real seafloor is generally char-
acterized by roughness over a wide range of scale lengths
~Herzfeldet al., 1995!. Here, the treatment of seafloor rough-
ness is limited to small-scale scattering. In most regions
where submarine earthquakes occur, the seafloor is rougher

FIG. 10. Solution for a stairstep spac-
ing of 160 m. The pressure field is
shown in ~a!. The shear field, repre-
sented by the stress tensor component
txz , is shown in~b!. The result corre-
sponds to the result for a smooth slop-
ing boundary. The faster shear compo-
nent excited in the lower medium is a
source artifact arising from the fact
that the compressional source beam
generates a small shear component
with equal velocity.

FIG. 11. Elastic field solutions.~a!
pressure field for Dx5320 m; ~b!
shear field forDx5320 m.
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than the models. Second, low-velocity marine sediments are
not included in any of the models, although they may play an
important part in T-phase excitation and propagation~de
Groot-Hedlin and Orcutt, 2001!. Soft sediments are ne-
glected here due to numerical constraints; the very fine dis-
cretization required to include a layer with very low shear
velocities would make the problem too computationally in-
tensive. Finally, attenuation within the seafloor is neglected
in these models.

A. Acoustic solution

The critical angle for ocean/crust reflection is only 17.5°
with respect to the normal to the seafloor boundary for the
acoustic models. Given that the slope angle of the ridge is
6.8°, only one or two downslope reflections of the acoustic
phase at the sloping seafloor are needed to trap the acoustic
phase within the ocean layer. By contrast, an acoustic phase
would have to propagate at an angle of 79° with respect to
the vertical to be completely trapped within the sound chan-
nel for the given ocean velocity profile. That would require
six downslope reflections at the sloping boundary. A phase

propagating at the critical angle would be multiply reflected
from both the sea surface and seafloor and have a horizontal
velocity of 450 m/s. This would be the slowest velocity at
which one could expect to see any arrivals. Oceanic phases
with a greater number of reflections at the sloping ridge
would yield a phase propagating at an angle inclined further
to the horizontal, with earlier arrivals. More steeply propa-
gating phases would have a slower phase velocity and would
be eventually transmitted into the seafloor.

Figure 13 shows smoothed envelopes of the pressure
responses for the acoustic model along the line of hydro-
phones at 600 m. Envelopes are plotted since phase informa-
tion at this distance is inaccurate due to the numerical dis-
persion inherent in the FDTD method~Taflove and Hagness,
2000!. The dash-dotted line corresponds to arrivals with a
group velocity of 1.5 km/s, i.e., a T-phase. The dashed line
corresponds to arrival times for a phase propagating at the
critical angle to the interface. The large-amplitude arrivals
for the model with smooth seafloor planes, shown in Fig.
13~a!, propagate at about 1.1 km/s across the array. The lack
of energy at T-phase velocities indicates that little energy is

FIG. 12. Environmental model for nu-
merical computation of T-phases. The
model consists of 50003360 ele-
ments, each 25 m on a side. Slopes are
modeled using a stairstep approxima-
tion. A vertical hydrophone array con-
sisting of 59 elements at depths rang-
ing from 50 m to 1 km is located 100
km from the ridge. The locations of
hydrophones at the sound-speed mini-
mum are marked by x’s. The ocean
sound-speed profile is shown to the
left. The seafloor velocities are typical
for seafloor crust.

FIG. 13. Envelopes of the pressure re-
sponses at the horizontal hydrophone
array for the acoustic seafloor models.
The dotted line corresponds to the ex-
pected T-phase arrival; the dashed line
corresponds to an arrival for an acous-
tic phase propagating at the critical
angle to the seafloor.~a! Acoustic field
solution for the smooth seafloor
model. ~b! Acoustic field solution for
the rough seafloor. Amplitudes scales
are uniform for~a! and ~b!.
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scattered directly into the sound channel by the ridge peak.
Corresponding results for the model with the rough seafloor,
in Fig. 13~b!, show that the earliest arriving ocean-borne
acoustic phases propagate at the T-phase velocity. These
would correspond to energy scattered directly into the sound
channel nearest the ridge peak. The length of the wavetrain
indicates that acoustic energy is scattered into the sound
channel at several subsequent seafloor reflections. Although
the maximum amplitude of the arrivals for the smooth seaf-
loor model are 2–3 times greater than for the rough model,
they decrease more rapidly with increasing range from the
ridge.

Figure 14 shows pressure envelopes for the vertical hy-
drophone array at a range of 100 km from the ridge peak for
each of the acoustic models, along with the smoothed enve-
lope for the element at 600 m, near the sound-speed mini-
mum. The results for the smooth seafloor model~left! clearly
indicate that the arrivals are reflections between the ocean
surface and seafloor, whereas distinct reflections are not ob-
served in the corresponding acoustic phases for the rough
seafloor model~right!. Pressure amplitudes are significant
below the reciprocal depths for both models.

B. Elastic solutions

The critical angle for ocean/crust reflection increases
when shear velocities are introduced. For the model of Fig.
12, it is 36.9°; thus, at least three downslope reflections are
required to trap acoustic energy within the ocean. Since there

is bottom loss at each downslope reflection before the critical
angle is reached, the amplitude of the trapped acoustic phase
is expected to be lower than for the corresponding acoustic
model. Acoustic phases propagating at the critical angle
would have a horizontal velocity of 1.125 km/s.

The pressure responses along the horizontal hydrophone
array are shown in Fig. 15 for the model with the elastic
seafloor. The dashed line corresponds to arrivals with the
horizontal velocity of a phase propagating at the critical
angle for shear waves. The later arrivals for the smooth sea-
floor, shown in Fig. 15~a!, propagate more steeply than the
critical angle and so should eventually be transmitted into the
seafloor at greater ranges. As expected, the amplitude of the
trapped acoustic phase is much smaller than for the corre-
sponding model with the fluid seafloor—note that the initial
P waves can be seen at this scale. Overall, the waveforms are
shorter in duration but more complex than for the corre-
sponding acoustic models.

Envelopes of the pressure responses at the vertical hy-
drophone array are shown in Fig. 16. Again, distinct reflec-
tions are observed in the results for the smooth seafloor but
not for the rough seafloor. A faint reflection at about 60 s for
the smooth seafloor model corresponds to an arrival that is
trapped between the ocean surface and lower crust layer. The
peak amplitudes for the rough model arrive nearly 20 s be-
fore those of the corresponding smooth seafloor model, indi-
cating that the trapped acoustic phases propagate more hori-
zontally for the rough seafloor model. Again, this implies

FIG. 14. Envelopes of the pressure re-
sponse at the vertical hydrophone ar-
ray for the acoustic seafloor models.
Envelopes for the element at the
sound-speed minimum, smoothed over
0.75 s, are shown below the array re-
sponse for each example.~a! Acoustic
field solution for smooth seafloor
model. ~b! Acoustic field solution for
the rough seafloor.

FIG. 15. Similar to Fig. 13, but for the
elastic seafloor models. Amplitude
scales are uniform for~a! and ~b!.
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that small-scale roughness at the seafloor is an effective
mechanism for converting vertically propagating seismic en-
ergy into a nearly horizontally propagating T-phase.

V. DISCUSSION

The discretization criteria developed in Sec. II indicate
that the stairstep spacing required to simulate a smooth slope
decreases with increasing slope angle. However, numerical
computation of T-phases generated at low slope angles may
be equally problematic since, for any numerical method in
which sloping boundaries are represented by stairsteps, the
distance between steps increases with decreasing slope angle.
Given that downward propagation at a shallow slope is rela-
tively inefficient at converting a vertically propagating
acoustic phase to a nearly horizontally propagating phase
~since bottom loss is high at near-vertical incidence!, the
energy contributed by sidelobe diffractions may actually
dominate the computed acoustic arrivals at large distances.

Reliable synthesis of T-phases requires accuracy over a
wide range of directions, from upgoing seismic phases to
horizontally propagating ocean acoustic phases. This is in
contrast to the case for a source within the ocean column,
where one may usually neglect vertical propagation for long-
range propagation problems. Thus, a more efficient and ac-
curate method of computing T-phases would be to employ a
two-stage process. In the vicinity of the source region, a
computational method that is accurate over all propagation
directions would be applied, using small step sizes. As the
ocean acoustic phase inclines to the horizontal at greater
ranges from the source, a more efficient computational
method that is accurate at larger step sizes could be used.

VI. CONCLUSIONS

Discretization levels necessary to simulate a smooth in-
terface using a stairstep boundary were derived using a
model of an incident plane wave on a sloping boundary with
point scatterers arrayed along its length. The stairstep spac-
ings needed to accurately compute both forward~downslope!
and backward~upslope! sidelobe reflections and transmis-
sions for both fluid–fluid and solid–fluid boundaries were
found to be proportional to the smallest wavelength in the
model. The results also indicate that the criterion for elimi-
nating either forward-reflected or backward-transmitted side-
lobes is the most stringent.

A modeling study was conducted to distinguish between
the two competing hypotheses of T-phase excitation—
downslope propagation and seafloor scattering—and to de-
termine the importance of modeling the seafloor as an elastic
medium. The models were discretized in accordance with the
stairstep spacings derived earlier to ensure that any scattered
energy in the acoustic field solutions resulted from real
model roughness and was not a numerical modeling artifact.
The results indicate that the acoustic phases trapped in the
ocean column for the smooth models had higher amplitudes
but lower velocities than for the corresponding rough models
for ranges up to 110 km from the epicentral location. Given
that the velocity of the trapped acoustic phase for the rough
model is closer to that of observed T-phases~Tolstoy and
Ewing, 1950! and that the roughness of the seafloor in the
vicinity of most submarine earthquakes is actually greater
than that of the rough models in this study~so that scattering
would be even stronger!, I conclude that scattering is the
dominant mechanism for T-phase excitation, even in regions
of high impedance contrast. If downslope propagation was
the dominant mechanism, one would expect to observe much
slower T-phase velocities. A much steeper feature would be
required to generate downslope-generated acoustic phases
with greater horizontal velocities. However, most observed
T-phases are generated at bathymetric features no steeper
than the ridge modeled here. The computed amplitudes for
the smooth models may be unrealistically large because sea-
floor attenuation was neglected in each model.

The relatively long wavetrains of the trapped acoustic
phases for both the rough acoustic and elastic models sug-
gests that energy is scattered into the sound channel both as
it transits the ocean/crust boundary, and at several subse-
quent seafloor reflections. This is in contrast to the model of
T-phase excitation proposed by de Groot-Hedlin and Orcutt
~2001!, in which only primary scattering was considered and
energy contributions by the ensuing seafloor reflections were
neglected. That model proved adequate in regions with thick
layers of gently sloping marine sediments. For a model with
low-velocity marine sediments, much of the energy would be
transmitted into the seafloor at each bottom reflection, so
there would be little energy remaining to be scattered into the
sound channel after the first reflection. This implies that
T-phases should be longer for models with high impedance
contrasts. This hypothesis is supported by the models consid-
ered in this paper; the effective impedance contrast between
the ocean column and seafloor is greater for the model with

FIG. 16. Similar to Fig. 14, but for the
elastic seafloor models.
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the acoustic seafloor than with the elastic seafloor
~Brekhovskikh and Lysanov, 1991!, and the computed
wavetrains have greater durations for the acoustic than for
the elastic seafloor model.
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Acoustic diagnosis for porous medium with circular
cylindrical pores
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Acoustic transmission coefficient and phase velocity of a Lucite slab with circular cylindrical pores
with a nonrigid pore frame were experimentally and theoretically investigated. For theoretical
investigation a new phenomenological model, the modified Biot-Attenborough~MBA ! model, was
proposed. The MBA model takes into account both the first kind and the second kind of waves
introduced by Biot. It also separately considers viscous and thermal effects with three new
phenomenological parameters: boundary, phase velocity, and impedance parameters. The theoretical
estimation with three phenomenological parameters shows reasonably good agreement with the
experimental data. The physical characteristics of porous medium such as porosity and pore size can
be inversely analyzed in terms of the acoustic data such as the transmission coefficient and phase
velocity as the functions of porosity and frequency. This makes acoustic diagnosis possible for
noninvasively investigating physical characteristics of porous media such as bones and ocean
sediments. ©2004 Acoustical Society of America.@DOI: 10.1121/1.1645247#

PACS numbers: 43.35.Bf@RAR# Pages: 1114–1124

I. INTRODUCTION

Applications of sound to medical diagnosis have re-
cently attracted more attention.1–3 Comparison between the
acoustic method and other methods like X ray, magnetic
resonance imager~MRI!, and positron emission tomography
~PET! shows the strength of acoustic diagnosis. The acoustic
method offers a low-cost, noninvasive, nonionizing, portable
alternative to the other methods for the assessment of bone
characteristics. Although bone sonometry has been estab-
lished as a useful modality for the prediction of osteoporotic
fracture risk, the physical mechanisms underlying the inter-
action between sound and bone are not yet completely un-
derstood. Sound propagation models in porous media such as
Biot theory4 and Attenborough’s approach5 are only appli-
cable to some limited cases. Although the Biot theory is a
relatively comprehensive approach with the viscous effect
consideration for elastic material, it does not consider the
thermal effect. The thermal effect is indispensable in inves-
tigating sound propagation in porous media, as Biot’s later
paper described.6 Furthermore, the Biot theory needs many
uncertain input parameters and does not provide analytic so-
lutions. Separate treatment of viscous effect and thermal ef-
fect was introduced in porous media by Attenborough,5 but
the pore frame was considered as rigid material. The first
kind of wave in the Biot theory is not included in Attenbor-
ough’s approach.

Physical characteristics of a porous medium can be in-
versely analyzed from its acoustic properties. Acoustic wave
propagation in porous medium like human bone may be
modeled by that in solid material containing circular capil-
lary pores with fluid, since human bone is regarded as a
locally reacting medium. Acoustic wave propagation in po-

rous media for more complex situations, including such a
nonrigid pore frame, has been a valuable topic.7,8 In this
study, the Lucite slab with circular cylindrical tube-shaped
pore is selected as a preliminary test sample instead of the
real bone specimen because of easy manipulation and non-
rigid pore frame. Attenborough’s approach to the porous
material5 is adopted and then modified for the Lucite slab
with nonrigid pore frame and cylindrical pores, where the
first kind ~fast! of wave and the second kind~slow! of wave
identified by Biot4 exist. This will be called the modified
Biot-Attenborough~MBA ! model hereafter. Phase velocity
and transmission coefficient of the porous Lucite slab were
experimentally measured in water, and compared with the
theoretical estimation by the MBA model.

II. MODIFIED BIOT-ATTENBOROUGH MODEL FOR
POROUS MEDIUM

Attenborough’s separate treatment of viscous effect and
thermal effect to the porous material5 is modified for the
Lucite slab with nonrigid pore frame and cylindrical pores.
The reason for modifying Attenborough’s approach rather
than Biot theory is that the modification in the separate treat-
ment of viscous effect and thermal effect is more straightfor-
ward. This further suggests that the modified treatment is a
phenomenologically mixed approach based on the strengths
of Attenborough’s approach and the Biot theory. In the MBA
model, the fast wave is taken into account in addition to the
slow wave in a solid and fluid mixed medium.

The separate treatment of viscous effect and thermal ef-
fect is justified, at least in the limiting cases of low and high
frequencies.5,9,10 It assumes that the pore frame is rigid ex-
cept for the pore fluid of porous material. However, a mate-
rial such as Lucite used in this experiment is not rigid. It is
required to modify the Attenborough’s approach by substitut-
ing the rigid material frame for the nonrigid one. In the MBAa!Electronic mail: swyoon@skku.ac.kr
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model, modification from rigid frame to nonrigid frame with
bulk cylindrical pores is suggested phenomenologically;
three phenomenological parameterss1 , s2 , ands3 are intro-
duced. The elastic properties of pore frame should be more
rigorously taken into account, but they are not considered
here to avoid complication in this paper.

A. Propagation in a single cylindrical pore

Wave propagation in a single cylindrical pore is re-
stricted to one-dimensional description for simplicity, and the
propagation direction is normal to the surface of porous me-
dium. Since the boundary condition at nonrigid frame should
be different from that at rigid frame, the MBA model is
focused on the boundary condition at nonrigid frame.

The continuity equation is given by

2r0

]^v&
]x

5
]r

]t
, ~1!

wherer0 is the equilibrium fluid density and̂v& is the av-
erage particle velocity over the pore cross section.

The equation of motion is in terms of the complex den-
sity rc(v), given by

]p

]x
5rc~v!

]^v&
]t

, ~2!

wherep is the acoustic pressure. The complex density may
be written by

rc~v!5r0@122~lAi !21T~lAi !#21, ~3!

where

T~lAi !5J1~lAi !/J0~lAi !, ~4!

with J0 andJ1 the zeroth- and first-order cylindrical Bessel
functions, respectively. A dimensionless parameterl, which
is related to the size of the viscous boundary layer at the pore
wall, is introduced by

l5as1~v/n!1/2, ~5!

wherea is the pore radius andn is the kinematic viscosity of
fluid.

The boundary parameters1 in ~5! is introduced to rep-
resent the rigidity of pore frame, which is roughly estimated
by the density ratio of rigid frame material to nonrigid frame
material:s1→1 for very rigid frame material ands1.1 for
general nonrigid frame material. In this approach,s1 is fixed
by looking at the experimental data for the phase velocity
and transmission coefficient as a function of frequency. The
effective radius of a porer eff is given asas1 . This scheme
may be justified since the relative particle velocity at the
boundaryr 5a becomes zero for rigid wall but nonzero at
the boundaryr 5a for nonrigid wall. It suggests that the
relative particle velocity for nonrigid frame material be-
comes zero at the effective radiusr eff5as1.

It is assumed that the fluid is a nonviscous conducting
fluid, the heat flow within a circular capillary pore is only
transported in transverse directions, and acoustic pressure is
uniform over the pore cross section. The thermal equation
produces the complex compressibility of fluidCc(v)

Cc~v!5
1

r0

dr

dp
5~gp0!21@112~g21!

3~NPr
1/2lAi !21T~NPr

1/2lAi !#, ~6!

whereNPr is the Prandtl number.

B. Phenomenological extension to bulk cylindrical
pores for nonrigid medium

The modification considered from the propagation of
single pore is extended to bulk cylindrical pores for nonrigid
medium. When all the pores are identical, the average par-
ticle velocity ^v& of a single pore is related to the average
velocity u over the unit cross section of the porous medium

^v&.qFCc~w!zbv

kb
Gu, ~7!

whereq is the tortuosity of the pore,zb is the characteristic
impedance of the bulk medium, andkb is the propagation
constant of the bulk medium. Note that^v&5qu/V for the
case of rigid medium. The effective density for the bulk me-
dium rb is phenomenologically proposed by

rb~v!5
zbkb

vq
. ~8!

In this case, the equation of continuity becomes

2qFCc~w!zbv

kb
G ]u

]x
5

1

r0

dr

dp

]p

]t
. ~9!

The equation of motion leads to

2
]p

]x
5rb~v!

]u

]t
. ~10!

From Eqs.~9! and ~10!, the wave equation becomes

]2p

]x2
5

1

cb
2

]2p

]t2
, ~11!

wherecb5v/kb .
The complex propagation constantkb in the case of non-

rigid pore frame is parametrized from the wave equation~11!
with help from ~3!, ~6!, and~8!

kb
25q2@km

2 kc
2/~~12V!s2kc

21Vs2km
2 !#, ~12!

whereV is the porosity and

kc
25v2Cc~v!rc~v!. ~13!

The form of the propagation constant~12! is based on a
specific parametrization of the phase velocity, since Re@kb#
5v/cb

cb
25@~12V!s2cm

2 1Vs2cc
2#/q2, ~14!

wherecm is the longitudinal sound velocity for pure frame
material andcc is the sound velocity for pore fluid. In fact,
the fast and slow waves generally propagate in the mixed
state of solid and fluid,4,11 but the sound velocity is estimated
by only the dominant wave contribution. This can be justified
since the fast and slow waves normally appear mixed with-
out distinct separation in time. Nevertheless, different param-
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etrizations for the mixed, fast, and slow waves may be used
in the case of well-separated waves, respectively.

The measurement data for the phase velocity of porous
medium determine the phase velocity parameters2 in ~14!. It
is fixed by looking at the sound velocity profile as a function
of porosity.s2 is less than 1 for the convex profile, is larger
than 1 for the concave profile, and is equal to 1 for the linear
profile of the phase velocity as the function of porosity. This
specific parametrization is set so that the phase velocity at
porosity zero asymptotically becomes the pore frame veloc-
ity, and the phase velocity at porosity 1 becomes the pore
fluid velocity.

The characteristic impedance of the medium is given by

zb5R1 iX5q2vrb~v!/kb . ~15!

The effective impedance of bulk porous medium is param-
etrized by

zb5q2@2s3V21~rccc2rmcm1s3!V1rmcm#, ~16!

where rm and cm are the pure matter density and sound
velocity of pore frame, respectively, andrc and cc are the
pure fluid density and sound velocity of pore fluid, respec-
tively. The effective impedance asymptotically becomes the
impedance of frame material at the porosity 0 and the im-
pedance of pore at the porosity 1. It effectively represents
increasing impedance in pore frame in the low-porosity re-
gion; the specimen becomes more rigid as the porosity in-
creases in the low-porosity region, where the fast wave is
dominant. It also represents decreasing impedance due to
pores of porous medium in the high-porosity region, where
the slow wave is dominant. The impedance parametrization
for the mixed wave is likewise used, but different parametri-
zations for the mixed, fast, and slow waves may be used in
the case of well-separated waves.

The impedance parameters3 synthetically depends on
acoustic characteristics of porous medium: the rigidity, po-
rosity, pore size, frequency, etc. The impedance parameters3

is small for large pore size and large for small pore size. It is
also small for high frequency and large for low frequency.
Phenomenologically, the parameters3 can be determined by
fitting the theoretical calculation to the measurement data for
the transmission coefficient or reflection coefficient.

The effective density for the bulk mediumrb in ~8! is
thus obtained from Eqs.~12! and ~16!

rb~v!5@~2s3V21~rccc2rmcm1s3!V1rmcm!#

3@km
2 kc

2/~~12V!s2kc
21Vs2km

2 !#1/2q/v. ~17!

The parameterss2 ands3 represent slopes for the phase ve-
locity and impedance of porous medium as a function of the
porosity, respectively. Note that the effective density is much
different from the physical density,rp5(12V)rm1Vr0 ,
which is determined by the simple mixing of pore frame
density and fluid density.

C. Transmission and reflection coefficients

The previous result can be applied to the case in which a
plane acoustic wave encounters porous medium delimited by
a plane normal to the incident wave. In the one-dimensional

case, a pore medium is occupied by the region 0<x<d. In
the regionx,0, there exists an incident wave of amplitude
A1 and a reflected wave of amplitudeB1

p15A1 expi ~vt2k1x!1B1 expi ~vt1k1x!. ~18!

In the regionx.d, there exists a transmitted wave of ampli-
tudeA3

p35A38 expi ~vt2k3x!5A3 expi ~vt2k3~x2d!!, ~19!

wherex5d is taken as the origin for the transmitted wave in
this regionx.d. In the pore medium, 0<x<d, there exist a
left-moving wave of amplitudeAb and a right-moving wave
of amplitudeBb

pb5Ab exp~ ivt2 ikbx!1Bb exp~ ivt1 ikbx!. ~20!

The continuity conditions of pressure and particle velocity at
the boundaryx50 give

A11B15Ab1Bb ,
~21!

~A12B1!/r1c15~Ab2Bb!/rbcb ,

and the same boundary conditions atx5d lead to

Ab exp~2 ikbd!1Bb exp~ ikbd!5A3 , ~22!

~Ab exp~2 ikbd!2Bb exp~ ikbd!!/rbcb5A3 /r3c3 . ~23!

From the boundary conditions, the transmission coefficientT
and reflection coefficientR are

T5A3 /A1

5
2

~11z1 /z3!cos~kbd!1 i ~zb /z31z1 /zb!sin~kbd!
,

~24!

R5B1 /A1

5
~12z1 /z3!cos~kbd!1 i ~zb /z32z1 /zb!sin~kbd!

~11z1 /z3!cos~kbd!1 i ~zb /z31z1 /zb!sin~kbd!
,

~25!

with the characteristic impedancesz15r1c1 , zb5rbcb , and
z35r3c3 . The effective densityrb and effective propagation
constantkb for porous nonrigid medium are given by Eqs.
~8! and ~12!.

III. THEORETICAL AND EXPERIMENTAL
COMPARISON OF PHASE VELOCITY AND
TRANSMISSION COEFFICIENT

Phase velocity and transmission coefficient of the porous
Lucite slab were experimentally measured in water.12 And,
they are compared with the theoretical estimation by the
MBA model. The first and second waves were observed in
the experimental measurement of the Lucite slab with circu-
lar cylindrical pores. Their acoustic characteristics are ana-
lyzed as the functions of porosity and frequency. The reason
for choosing the phase velocity and transmission coefficient
in this measurement is that they are much easier to measure
practically than the other experimental characteristics such as
attenuation constant, reflection coefficient, and scattering
cross section.2 Comparison between the experimental and
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theoretical data suggests usefulness of the MBA model in
diagnosing the characteristics of human bones or ocean sedi-
ments.

The experiment was performed in water, since the pore
of real bone is mostly filled with water-like fluid. Figure 1
shows the block diagram of transmission coefficient and
phase velocity measurements. The distance between the
transmitter and the receiver was 135 mm. The characteristics
of Lucite samples are given in Table I. The pore direction is
normal to the Lucite slab surface~tortuosity q51) and the
Lucite slab has the size 100310034.8 mm as shown in Fig.
2. There were two types of pores of radius 1 mm and 2 mm,
and six types of porosity 0, 0.056, 0.099, 0.155, 0.223, 0.304
were used. The transmission coefficient and phase velocity
of the Lucite slab were measured by the pulse technique with
one-half wavelength in the frequencies 2.0, 2.3, 2.6, 2.9, and
3.2 MHz.

The experimental data for the transmission coefficient
and phase velocity represent average values of those mea-
sured five times. Their standard deviations are within 3 per-
cent.

The transmission coefficient and phase velocity for the
Lucite slab with water-filled cylindrical pores were theoreti-
cally estimated with the MBA model. Since the dimension-
less parameterl in Eq. ~5! is the order of 103, the theoretical
estimations lie in the high-frequency limit, which is suitable
to apply the MBA model. The input data for theoretical cal-
culation are given in Table II. The ratio of specific heat for
theoretical calculation, 1.004, was used for water. The other
required input data for the MBA model are the three param-
eters, boundary, phase velocity, and impedance parameters,
introduced in this paper. The tortuosity factor, porosity, fre-

quency, pore size, and slab thickness are the measurable in-
put data described above.

A. Fast and slow waves

Figure 3 is the 3.2-MHz transmitted signal through pure
water. Figure 4 shows the transmitted signals through the
Lucite slab with water-filled cylindrical pores of the 1-mm
radius and 2-mm radius as a function of time, respectively.
The first part of a received signal mainly corresponds to the
signal through the frame of Lucite, and the second part cor-
responds to the signal through circular cylindrical pores,
even though they do not independently propagate. Two sig-
nals are overlapped if the travel time difference is not large
compared with the pulse length in time. Two signals are
separated due to the difference of travel time in Lucite and
water. They can be recognized by the fast wave, which cor-
responds to the first kind of wave in the solid and fluid in
phase, and the slow wave, which corresponds to the second
kind of wave in the motion out of phase.4,11 Particularly, the
fast wave is dominant in the low-porosity region, while the
slow wave is dominant in the high-porosity region.

B. Phase velocity

The time difference of transmitted signals between
through Lucite slab and through pure water is used to calcu-
late the experimental signal velocity of the Lucite slab. The

FIG. 1. Block diagram of experimental apparatus for acoustic measurements
of the Lucite slab in water bath.

FIG. 2. Lucite slab with water-filled cylindrical pores. The Lucite slab
specimen has the size 100310034.8 mm.

TABLE I. Characteristics of test specimen materials.

Material Porosity Pore radius~mm! Pore fluid

Lucite 1 0.0 1 or 2 Water
Lucite 2 0.056 1 or 2 Water
Lucite 3 0.099 1 or 2 Water
Lucite 4 0.155 1 or 2 Water
Lucite 5 0.223 1 or 2 Water
Lucite 6 0.304 1 or 2 Water

TABLE II. Input data for theoretical calculation.

Material Lucite Water

Density ~kg/m3! 1200 998
Sound velocity~m/s! 2700 1481
Kinematic viscosity~m2/s! 1026

Impedance~Pa•s/m! 3.243106 1.483106

Attenuation coefficient 0.0163 f 0.5
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signal velocity can be estimated fromC5Cw /(1
2Cwdt/d), whered is the thickness of the Lucite slab,Cw is
the sound speed in water, anddt is the difference in arrival
times. The highest peaks are used to compare the time dif-
ference. Strictly speaking, the measured velocity is the signal
velocity. However, it is almost the same with the phase ve-
locity, which can be estimated byC5Cw /(12Cwdf/vd)

with the phase differencedf and the angular frequencyv,
since the signal used in experiment has a single frequency
component. In this context, the measured velocity is referred
to the phase velocity in the following. Experimental phase
velocities are obtained separately for the fast wave and slow
wave, while the theoretical ones are obtained only for the
dominant wave.

In Fig. 5, comparison between theoretical and experi-
mental phase velocities for the fast wave is shown as a func-
tion of porosity at the frequency 2 MHz for the water-filled
Lucite slab with the pore radius 2 mm. The theoretical cal-
culation uses the phase velocity parameters250.5. This fig-
ure represents the theoretical data for the mixed wave of the
fast and slow waves.

The boundary parameters1;1.5 can be chosen by look-
ing at the comparison data between the theoretical and ex-
perimental phase velocities. The estimation of the values1

;1.5 in this way is relatively simple since the theoretical
phase velocity is calculated with a fixed phase velocity pa-
rameters2 regardless of the impedance parameters3 .

Experimental and theoretical phase velocities of Lucite
slabs with pore radius 1 mm and 2 mm are given as a func-
tion of porosity in Figs. 6 and 7, respectively. The transmit-
ted temporal signal through the Lucite slab with pores is
used to calculate the experimental phase velocities. The ex-
perimental phase velocities of the fast and slow waves are
almost constant as a function of porosity in the experimental,
low-porosity region, respectively, even though it is expected
that the phase velocity of the fast wave decreases as the
porosity increases in the high-porosity region. The theoreti-
cal fitting results of the phase velocity for the parameters
s2.0.55 ands2.0.5 in Eq.~14! show reasonable agreement
with the experimental results as shown in Figs. 6 and 7. The
dependence of the phase velocity on the porosity is not sig-
nificant compared with the transmission coefficient. The re-
sult described above implies that the fast and slow waves
propagate with almost constant sound speeds without poros-
ity dependence, respectively, in the low-porosity region of

FIG. 3. Transmitted signal of the center frequency 3.2 MHz as a function of
time through water.

FIG. 4. A 3.2-MHz transmitted signal as a function of time through Lucite
with water-filled pores of the radius 1 mm~upper! and 2 mm~lower!. The
fast and slow waves propagate through the porous Lucite.

FIG. 5. Theoretical and experimental phase velocities as a function of po-
rosity at the frequency 2 MHz for the water-filled Lucite slab with the pore
radius 2 mm. The phase velocity parameters250.5 was used in the theo-
retical estimation of the phase velocity for the mixed wave of the fast and
slow waves. The experimental data are phase velocities for the fast waves in
the low-porosity region.
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Lucite
slabs with circular cylindrical pores. Interactions of
solid and fluid particles in the sound speeds are relatively
weak in the simple structure of specimens used in these mea-
surements. However, they may become strong in the other
shape of porous media such as sediment and bone. In fact,
sound speeds in such porous media strongly depend on their
porosities, as observed in many references.11,13

For the same porosity and frequency, the phase velocity
of the fast wave slightly increases as the pore size increases.
In this case, the phase velocity of the slow wave slightly
decreases as the pore size increases. The theoretical estima-
tions agree well with the experimental results as noticing the
comparison of Figs. 6 and 7 if the phase velocity parameter
changes froms250.55 to s250.5 when the pore radius
changes froma51 mm toa52 mm. This suggests the close
relation between the parameters2 and the pore radiusa.

For the same porosity and pore size, the overall phase
velocity is constant up to 3 MHz as shown in Fig. 8. For the
constant porosity, frequency, and pore size, the phase veloc-
ity of the fast wave does not vary much as the slab thickness
increases.

Figure 9 represents the 3D plot of the theoretical phase
velocity as the functions of porosity and frequency for the
pore radius 1 and 2 mm in the case of the total wave. Figure
10 shows the 3D plot of theoretical phase velocity as the
functions of porosity and pore size in the case of the total

wave. The phase velocity depends more strongly on porosity
than on frequency or pore size. It is illustrated that these two
3D plots may be applicable to diagnose physical properties
of specimens from the data of phase velocities.

C. Acoustic pressure transmission coefficient

The Fourier-transformed amplitude of transmitted tem-
poral signal through the Lucite slab with pores is used to
calculate the experimental transmission coefficient. The pres-
sure transmission coefficient is estimated by the pressure ra-
tio of two received signals. Experimental transmission coef-
ficients are obtained separately for the fast wave, slow wave,
and total wave, while theoretical ones are obtained only for
the total wave.

In Fig. 11, comparison between theoretical and experi-
mental transmission coefficients for the total wave is given

FIG. 6. Experimental phase velocities as a function of porosity for the
water-filled Lucite slab with the pore radius 1 mm~upper! and 2 mm
~lower!. The experimental data represent average values of those measured
five times and their standard deviations are within 3 percent.

FIG. 7. Theoretical phase velocities as a function of porosity at the fre-
quency 2 MHz for the water-filled Lucite slab with the pore radius 1 mm
~upper! and 2 mm~lower!. The phase velocity parameterss250.55 ands2

50.5 were used in the theoretical estimation of phase velocities for the
mixed wave of the fast and slow waves, respectively.

FIG. 8. Theoretical phase velocity as a function of frequency at the porosity
0.3 for the water-filled Lucite slab with the pore radius 1 mm. The phase
velocity parameters250.55 was used in the theoretical estimation of the
phase velocity for the mixed wave of the fast and slow waves.
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as a function of porosity at the frequency 2 MHz for the
water-filled Lucite slab with the pore radius 2 mm. The the-
oretical calculation uses the impedance parameters351.0
3108 Pa•s/m.

The parameters151.5 can be obtained as well by look-
ing at the experimental and theoretical data of transmission
coefficients. The values1;1.5 obtained by the data of trans-
mission coefficients, whose theoretical values are estimated
with a fixed impedance parameters3 regardless of the phase
velocity parameters2 , agrees with the one obtained by the
data of phase velocities.

Experimental transmission coefficients of Lucite slabs
with pore radius 1 and 2 mm are shown as a function of
porosity in Figs. 12–14, respectively, for the fast wave, slow
wave, and total wave. Theoretical transmission coefficients
of Lucite slabs with pore radius 1 mm for the total wave are

FIG. 9. Theoretical 3D plot of the phase velocity as the functions of porosity
and frequency for the water-filled Lucite slab with the pore radius 1 mm
~upper! and 2 mm~lower!. The phase velocity parameterss250.55 ands2

50.5 were used in the theoretical estimation of phase velocities for the
mixed wave of the fast and slow waves, respectively.

FIG. 10. Theoretical 3D plot of the phase velocity as the functions of po-
rosity and pore size for 2 MHz.

FIG. 11. Theoretical and experimental transmission coefficients as a func-
tion of porosity at the frequency 2 MHz for the water-filled Lucite slab with
the pore radius 2 mm. The impedance parameters351.03108 Pa•s/m was
used in the theoretical estimation of the transmission coefficient for the
mixed wave of the fast and slow waves. The experimental data are also
transmission coefficients for the mixed wave of the fast and slow waves.

FIG. 12. Experimental transmission coefficients as a function of porosity for
the fast wave of the water-filled Lucite slab with the pore radius 1 mm
~upper! and 2 mm~lower!.
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given as a function of porosity at the frequencies 2 and 1
MHz in Fig. 15. Those with pore radius 2 mm for the total
wave are given as a function of porosity at the lower fre-
quencies 0.2 and 0.1 MHz in Fig. 16. Theoretical calcula-
tions with the impedance parameters3.1.53108 Pa•s/m in
Eq. ~16! show reasonable agreement with experimental re-
sults at the low-porosity region when noticing the compari-
son of Figs. 13 and 15. The transmission coefficient of the
fast wave decreases as the porosity increases. However, the
transmission coefficient of the slow wave increases as the
porosity increases. The overall transmission coefficient in the
region of low porosity is roughly dominated by the fast
wave, while the overall transmission coefficient in the region
of high porosity is dominated by the slow wave. It implies
that the effective impedance for Lucite slab increases as the
porosity increases in the low-porosity region, while it might
decrease in the high-porosity region. The transmission coef-
ficient decreases and then increases as the porosity increases
for the total, mixed wave of the fast and slow waves. The
attenuation during the acoustic wave passage through pure
Lucite material is very important: in this calculation, the at-
tenuation coefficient for pure Lucite material,a5a0f n

50.016f 0.5 with the frequencyf in Hz, is used following the
behavior of attenuation coefficient proportional tof 0.5 at high
frequencies.4 It is emphasized that the overall transmission
coefficient does not monotonically increase from that for

pure Lucite to that for pure water as the porosity increases
from 0 to 1. The conventional equation~24! with the consid-
eration of porosity dependence only calculates transmission
coefficients at two extreme states, homogeneous pure Lucite
and water. If only the slow wave is considered in Eq.~24!,
the monotonic increase of the transmission coefficient is pos-
sible.

For the same porosity and frequency, the transmission
coefficient of the fast wave increases as the pore size in-
creases. In this case, the transmission coefficient of the slow
wave increases as the pore size increases. For the same po-
rosity and frequency, the overall transmission coefficient in-
creases as the pore size increases.

Figures 15 and 16 show the theoretical results for differ-
ent frequencies and pore radii. They use the different imped-
ance parameters s351.53108 Pa•s/m and s351.0
3108 Pa•s/m, respectively. This suggests the close relation
between impedance parameter with pore radius and fre-
quency. As shown in Figs. 15 and 16, the overall transmis-
sion coefficient can fluctuate due to the values of sin(kbd)
and cos(kbd) in Eq. ~24!: there is more fluctuation as the

FIG. 13. Experimental transmission coefficients as a function of porosity for
the slow wave of the water-filled Lucite slab with the pore radius 1 mm
~upper! and 2 mm~lower!.

FIG. 14. Experimental transmission coefficients as a function of porosity for
the total wave of the water-filled Lucite slab with the pore radius 1 mm
~upper! and 2 mm~lower!.
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function of porosity in the higher frequency in the figures.
Therefore, the information on frequency, pore size, and po-
rosity of porous medium is contained in the effective density
equation~8!, the propagation constant equation~12!, and the
impedance equation~16!.

For the same porosity and pore size, the overall trans-
mission coefficient oscillates as the frequency increases if the
frequency ranges are wide enough. The overall transmission
coefficients oscillate at the porosity 0 and 0.3, but they are
different in magnitude, as shown in Fig. 17. The oscillation
occurs due to the complex valuekbd in Eq. ~24!. The total
transmissionuTu51 in the case of the pure Lucite with no
attenuation takes place at the multiple frequencies of 260
kHz for the given sample thickness, 4.8 mm. Around the
frequency 2 MHz, the overall transmission coefficient in-
creases as the frequency increases in the case of water-filled
pores for the radius 1 mm. The relation between pore size
and frequency is introduced in Eq.~5!. The oscillating phe-
nomena as the functions of frequency and slab thickness may
be clearly observed by using broadband frequency measure-
ments rather than single-frequency measurements used here.
For the constant porosity, frequency, and pore size, the trans-
mission coefficient of the fast wave oscillates as the slab
thickness increases.

Figure 18 represents the 3D plot of the theoretical trans-
mission coefficient as the functions of porosity and fre-
quency in the case of the total wave. Figure 19 shows the 3D
plot of the theoretical transmission coefficient as the func-
tions of porosity and pore size in the case of the total wave.
The transmission coefficient more significantly depends on

porosity, frequency, and pore size than the phase velocity. It
is illustrated that these two 3D plots may be applicable to
diagnose physical properties of specimens from the data of
transmission coefficients.

FIG. 15. Theoretical transmission coefficients as a function of porosity at
the frequency 2 MHz~upper! and 1 MHz~lower! for the water-filled Lucite
slab with the pore radius 1 mm. The impedance parameters351.5
3108 Pa•s/m was used in the theoretical estimation of the transmission
coefficient for the mixed wave of the fast and slow waves.

FIG. 16. Theoretical transmission coefficients as a function of porosity at
the frequency 0.2 MHz~upper! and 0.1 MHz~lower! for the water-filled
Lucite slab with the pore radius 2 mm. The impedance parameters351.0
3108 Pa•s/m was used in the theoretical estimation of the transmission
coefficient for the mixed wave of the fast and slow waves.

FIG. 17. Theoretical transmission coefficients as a function of frequency for
the water-filled Lucite slab with the pore radius 1 mm at the porosity 0
~upper! and 0.3~lower!. The impedance parameters351.53108 Pa•s/m was
used in the theoretical estimation of the transmission coefficient for the
mixed wave of the fast and slow waves.
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D. Summary on phenomenological parameters

In the MBA model, three phenomenological boundary,
phase velocity, and impedance parameters,s1 , s2 ands3 , are
introduced for taking account of nonrigid boundary condi-
tion, phase velocity slope, and impedance slope, respectively.
For the Lucite slab with 1-mm-radius cylindrical pores, three
parameterss151.5, s250.55, ands351.53108 Pa•s/m are
empirically obtained and for the Lucite slab with 2-mm ra-
dius cylindrical pores, s151.5, s250.5, and s351.0
3108 Pa•s/m are phenomenologically obtained. The param-
etrized effective density, phase velocity, propagation con-
stant, and impedance are proposed based on the measure-
ments for nonrigid medium slab with circular cylindrical
pores as follows:

rb5@~2s3V21~rccc2rmcm1s3!V1rmcm!#

3@km
2 kc

2/~~12V!s2kc
21Vs2km

2 !#1/2q/v,

cb5~~12V!s2cm
2 1Vs2cc

2!1/2,

kb5~q2@km
2 kc

2/~~12V!s2kc
21Vs2km

2 !# !1/2,

zb5q2@2s3V21~rccc2rmcm1s3!V1rmcm#,

whererm is the pure material density,rc the single pore fluid
density, q the tortuosity factor, andcm the pure material
sound velocity. The physical density different from the effec-
tive densityrp is given byrp5(12V)rm1Vr0 with the
pure fluid densityr0 .

E. Acoustic diagnosis for porous medium

For acoustic diagnosis, the phase velocity and transmis-
sion coefficient~or attenuation! of a Lucite slab are first ex-
perimentally obtained and then physical parameters such as
porosity and pore size are extracted from the experimental
data with the MBA model. To achieve this aim, both the
relation between phase velocity and porosity~or frequency!
and the relation between transmission coefficient and poros-
ity ~or frequency! should be phenomenologically obtained
before applying the theory developed in this paper. This
means that the prediction of pore size and porosity is pos-
sible for the diagnosis of porous medium with unknown
physical characteristics if the phase velocity and transmis-
sion coefficient are data based as a function of porosity or
frequency. Therefore, it is required to parametrize the phase
velocity and transmission coefficient as a function of poros-
ity based on experiments for various types of porous media
such as bones and sediments.

In the previous subsections, the theoretical and experi-
mental phase velocity and transmission coefficient of the Lu-
cite slab were compared in the low-porosity regime. Where
the diagnosis of bone is concerned, the experimental data are
more comparable to the application of the cortical~compact!
bone, which has the high volume fraction of solid~above
0.7!. The theoretical data from the MBA model are also
available for the cancellous~sponge! bone, which has the
low volume fraction of solid~less than 0.7!. The MBA model
is thus applicable to the entire region of porosity. As dis-
cussed in the measurement data, it is suggested that the fast
~or first kind! wave is more significant in the cortical bone-
type Lucite, while the slow~or second kind! wave may be

FIG. 18. Theoretical 3D plot of the transmission coefficient as the functions
of porosity and frequency for water-filled Lucite slab with the pore radius 1
mm ~upper! and 2 mm ~lower!. The impedance parameterss351.5
3108 Pa•s/m ands351.03108 Pa•s/m were in the theoretical estimation of
transmission coefficients for the mixed wave of the fast and slow waves,
respectively.

FIG. 19. Theoretical 3D plot of the transmission coefficient as the functions
of porosity and pore size for 2 MHz~upper! and 1 MHz~lower!.
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significant in the cancellous bone-type Lucite. For example,
the conventional separate treatment of viscous effect and
thermal effect5 is available for cancellous bone in which the
slow wave is dominant, while the MBA model introduced
here is useful for both cortical and cancellous bones since the
fast wave should be considered in general as well as the slow
wave.

IV. CONCLUSIONS

Acoustic transmission coefficient and phase velocity for
a Lucite slab with circular cylindrical pores were experimen-
tally measured as functions of porosity, frequency, and pore
size. The first kind~fast! of wave and the second kind~slow!
of wave are experimentally observed. The transmission co-
efficient and phase velocity were also compared with those
theoretically estimated with the modified Biot-Attenborough
~MBA ! model with three phenomenological parameters:
boundary, phase velocity, impedance parameters. They
showed reasonably good agreement for the porous Lucite
slab. In the theoretical aspect, the separate treatment of vis-
cous effect and thermal effect to rigid material with circular
cylindrical pores is modified for nonrigid material with cir-
cular cylindrical pores, and is applied for the theoretical cal-
culation of the transmission coefficient and phase velocity
through porous medium. The MBA model incorporates phe-
nomenological improvement for the separate treatment of
viscous effect and thermal effect by Attenborough and the
simultaneous consideration of the fast wave and the slow
wave by Biot in the mixed state of solid and fluid. The MBA
model is thus formulated by taking into account the fast
wave in the mixed state of solid and fluid as the extension of
the conventional, separate treatment of viscous effect and
thermal effect considering only the slow wave. This implies
that relations among frequency, porosity, and pore size of
porous medium can be inversely analyzed in terms of the
transmission coefficient and phase velocity data as the func-
tions of porosity and frequency. This illustrates that acoustic
methods may therefore be useful for osteoporosis diagnosis
as a prescreening method or for sediment diagnosis in under-
water exploration.

ACKNOWLEDGMENTS

This work is supported in part by BK21 Program from
the Ministry of Education. One of the authors~S.W.Y.! is
also supported in part by Korea Research Foundation Grant
No. 2000-015-DP0178. The authors would like to thank J. Y.
Baik for his help in obtaining the measurement data.

1C. M. Langton, S. B. Palmer, and R. W. Porter, ‘‘The measurement of
broadband ultrasonic attenuation in cancellous bone,’’ Eng. Med.13,
89–91~1984!.

2K. Wear, ‘‘Frequency dependence of ultrasonic backscatter from human
trabecular bone: Theory and experiment,’’ J. Acoust. Soc. Am.106, 3659–
3664 ~1999!.

3S. Chaffai, F. Padilla, G. Berger, and P. Laugier, ‘‘In vitro measurement of
the frequency-dependent attenuation in cancellous bone between 0.2 and 2
MHz,’’ J. Acoust. Soc. Am.108, 1281–1289~2000!, and references
therein.

4M. A. Biot, ‘‘Theory of propagation of elastic waves in a fluid-saturated
porous solid. I. Low-frequency range,’’ J. Acoust. Soc. Am.28, 168–178
~1956!; ‘‘Theory of propagation of elastic waves in a fluid-saturated po-
rous solid. II. Higher frequency range,’’ibid. 28, 179–191~1956!; ‘‘Gen-
eralized theory of acoustic propagation in porous dissipative media,’’ibid.
34, 1254–1264~1962!.

5K. Attenborough, ‘‘Acoustic characteristics of rigid fibrous absorbents and
granular materials,’’ J. Acoust. Soc. Am.73, 785–799~1983!, and refer-
ences therein.

6M. A. Biot, ‘‘Variational irreversible thermodynamics of heat and mass
transfer in porous solids: New concepts and methods,’’ Q. Appl. Math.36,
19–38~1978!.

7A. Bedford, R. D. Costley, and M. Stern, ‘‘On the drag and virtual mass
coefficients in Biot’s equation,’’ J. Acoust. Soc. Am.76, 1804–1809
~1984!.

8R. Burridge and J. B. Keller, ‘‘Poroelasticity equations derived from mi-
crostructure,’’ J. Acoust. Soc. Am.70, 1140–1146~1981!.

9C. Zwikker and C. W. Kosten,Sound Absorbing Materials~Elsevier, Am-
sterdam, 1949!.

10H. S. Roh, W. P. Arnott, J. M. Sabatier, and R. Raspet, ‘‘Measurement and
calculation of acoustic propagation constants in arrays of small air-filled
rectangular tubes,’’ J. Acoust. Soc. Am.89, 2617–2624~1991!.

11A. Hosokawa and T. Otani, ‘‘Ultrasonic wave propagation in bovine can-
cellous bone,’’ J. Acoust. Soc. Am.101, 558–562~1997!; ‘‘Acoustic an-
isotropy in bovine cancellous bone,’’ibid. 103, 2718–2722~1998!.

12J. Y. Baik, H. S. Roh, and S. W. Yoon, ‘‘Acoustic characteristics of Lucite
slab with circular cylindrical pores,’’ J. Acoust. Soc. Korea19~2s!, 299–
302 ~2000!.

13E. L. Hamilton, ‘‘Compressional-wave attenuation in marine sediments,’’
Geophysics37, 620–646~1972!.

1124 J. Acoust. Soc. Am., Vol. 115, No. 3, March 2004 Heui-Seol Roh and Suk Wang Yoon: Acoustic diagnosis for porous medium



Finite element predictions for the dynamic response
of thermo-viscoelastic material structures

M. Castaings,a) C. Bacon, and B. Hosten
Laboratoire de Me´canique Physique, Universite´ Bordeaux 1, UMR CNRS 5469 351, Cours de la Libe´ration,
33405 Talence Cedex, France

M. V. Predoi
Catedra de Mecanica, Universitatea Politehnica Bucuresti, Splaiul Independentei 313, Bucuresti, Romania

~Received 9 May 2002; revised 31 October 2003; accepted 4 November 2003!

In this paper, constitutive relations are solved in the Fourier domain using a finite-element-based
commercial software. The dynamic responses of viscoelastic bars or plates to either thermal or
mechanical loads are predicted by considering complex moduli~Young, Poisson, stiffness moduli!
as input data. These moduli are measured in the same frequency domain as that which is chosen for
modeling the wave propagation. This approach is simpler since it suppresses the necessity of
establishing a rheological model. Specific output processing then allows the numerical predictions
to be compared to analytical solutions, in the absence of scatterers. The performances of this
technique and its potential for simulating more complicated problems like diffraction of waves or
for solving inverse problems are finally discussed. ©2004 Acoustical Society of America.
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I. INTRODUCTION

The study of elastic wave propagation in materials has
been a subject of extensive investigation in the literature. It is
of great importance in a variety of applications ranging from
seismology to nondestructive testing of composite structures
used in aircraft, spacecraft, or other engineering industries.
Polymers or polymer-based matrix composites are widely
used in these industrial environments. These materials pos-
sess isotropic or anisotropic viscoelastic properties that can
strongly affect the propagation of waves. Constitutive rela-
tions developed in the Fourier domain and using complex
moduli that represent the viscoelastic material properties al-
low the dynamic behavior of these media to be properly
described.1–3 For example, the case of waves generated in
rods by thermal excitation has been investigated.4 Several
other cases of waves propagating in plates made of dissipa-
tive materials have also been modeled.5–9 However, these
models are limited to predicting the propagation in structures
of simple geometries~plates, pipes, flawless media, ...!. For
instance, when the diffraction of waves by a localized inho-
mogeneity~hole, edge, notch, crack, ...! is considered, nu-
merical or hybrid techniques based, for example, on the finite
element~FE!, finite difference~FD!, or boundary element
~BE! methods are commonly used.10–19 However, the wide
range of publications found on this subject is restricted to
modeling elastic materials only, except in a few cases where
temporal functions of relaxation are introduced.20–22The use
of a numerical technique combining a spatial Fourier trans-
form with the method of characteristics is also an
alternative.23 Finally, in most of the commercial FE soft-
wares, the viscoelastic behavior can be taken into account by
using multi spring-dashpot elements having different coeffi-

cients. The problem with all these various techniques is that
data concerning the material behavior are usually measured
in quasi-static regime, and used for establishing rheologic
laws required, in the FE model, which may not be represen-
tative of the dynamic behavior of the material, i.e., at high
frequency regime that concerns wave propagation. An alter-
native to avoid this consists in using the concept of complex
moduli representing the viscoelastic material properties,
these moduli being directly measured in the same frequency
domain as that used for modeling the propagation of waves.
This requires solving the FE problem in the frequency do-
main, due to the Boltzmann’s principle of superposition.2,3

Although this option is available in other commercial codes
than that used here, no work has been published so far on its
investigation for modeling wave propagation problems in
viscoelastic, isotropic, or anisotropic solids.

In this paper, a commercially available finite element
software24 is used to simulate the dynamic response of
thermo-viscoelastic material structures to thermal or me-
chanical loads. Propagation in isotropic or anisotropic bars or
plates is considered by introducing complex moduli repre-
senting the viscoelastic material properties. These moduli are
measured using an immersion ultrasonic technique25 and, ac-
cording to previous experimental studies26,27 on the attenua-
tion of bulk waves in polymer-based materials, they are sup-
posed to be non-frequency-dependent in the frequency range
of investigation and for the materials considered in this pa-
per. The constitutive relations are solved in the Fourier do-
main for each node of the meshed structure. A great advan-
tage of this method is that the finite element code supplies
stationary solutions for a small number of frequency compo-
nents representing a given temporal excitation. This ap-
proach considerably speeds up the computation by avoiding
the numerical temporal differentiation and decreasing the
number of variables used for each calculation step. In com-a!Electronic mail: m.castaings@lmp.u-bordeaux1.fr
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parison to classical FE solutions that use numerical routines
for producing time marching solutions, thus requiring hun-
dreds or thousands of iterative calculations, the method pro-
posed here is much less time consuming since it consists in
solving the dynamic equations of equilibrium for a limited
number of frequencies~usually less than 50! that constitutes
the frequency spectrum of a temporal excitation. Moreover,
the use of measured complex moduli25 as input data has
more physical meaning than employing temporal functions
of relaxation for modeling the wave attenuation. Results sup-
ply both displacements and stresses at any node of the mesh
and for each frequency of the input. Then, data processing
such as the temporal inverse Fourier transform can be used
for obtaining the corresponding temporal waveforms. Direct
spatial Fourier transform is also used for quantifying the
phase velocity or attenuation of waves, which are compared
in turn with solutions obtained from an analytical model.9

Section II states the various problems investigated in this
paper, i.e., the propagation of waves along a viscoelastic bar,
launched by a thermal or mechanical excitation applied at
one edge, and the propagation of Lamb modes guided along
a viscoelastic plate, excited at one edge by a mechanical
single- or multi-modal though-thickness shape. Section III
describes the software-required formulation of the dynamic
equations of equilibrium, for one- and two-dimensional
thermo-viscoelastic material problems. Section IV briefly
deals with FE specifications, like defining the mesh, impos-
ing specific boundary conditions, or applying dynamic exci-
tations. Finally, Sec. V presents numerical predictions, which
are compared to analytical solutions. Specific processing of
the output data produced by the software is also described in
this section.

II. PROBLEM STATEMENT

A. Viscoelastic bar

The 1-D cases consist in modeling a PVC bar of
200-mm length~directionx!. Its density and complex Young
modulus arer51380 kg/m3 andE* 5(3.81 i0.13) GPa, re-
spectively. The complex value ofE has been measured on a
PVC bar sample using the technique described in Ref. 4. Its
coefficient of linear thermal expansion is chosen equal toa
58031026/C, according to Ref. 28.

B. Viscoelastic plate

The 2-D cases consist in modeling two different plates
of lengthL5200 mm~directionx2). The first plate is 4 mm
thick ~directionx1) and made of Perspex. The second plate is
a 5-mm-thick composite sample made of unidirectional glass
fibers impregnated in an epoxy matrix. Both plates are con-
sidered as infinite in directionx3 , which is normal to the
plane of propagation formed by directionsx1 andx2 . For the

composite plate, the fibers are aligned to directionx2 . Plane
strain conditions will then be assumed in the model. The
viscoelastic properties of these material plates have been pre-
viously estimated using an immersion ultrasonic technique.25

The measured complex moduli, given in Table I, show the
Perspex to be an isotropic and viscoelastic material, and the
glass epoxy to be an anisotropic and viscoelastic material, as
expected. In Sec. V B, these two sets of values will be used
as input data for the FE model and also for the analytical
model.

For either the PVC bar or the plates, it is interesting to
note that the measured complex moduli are not frequency
dependent. This assumption has been shown to be valid for
polymer-based materials, in a much larger frequency domain
~'0.3 to 5 MHz! than that investigated for the numerical
applications presented in this paper. It comes from the fact
that measured attenuations of longitudinal and shear bulk
waves in this type of material vary linearly with respect to
frequency.26,27

III. FORMALISM

The software24 used here is a numerical tool for solving
partial differential equations~PDEs! by a finite element
method. In the field of mechanics, some models are imple-
mented in the libraries provided with the software. However,
no mechanical model is implemented in the case of a
thermo-viscoelastic material. In order to consider this kind of
material, the corresponding PDE problem must be written in
the specific following form:

da

]u

]t
1¹•~2c¹u2au1g!1b•¹u1au5 f in V,

n•~c¹u1au2g!1qu5g2hTm on ]V, ~1!

hu5r on ]V,

whereu is a time-dependent variable to be determined in the
domain calledV of boundary]V, or a vector of dependent
variables, andt is the time for nonstationary problems. The
outward unit vector on]V is denoted byn. The first equation
is the PDE that must be satisfied inside the domainV. The
second and third ones are the Neumann and Dirichlet condi-
tions, respectively, defined at the boundary]V. The symbol
¹ is the vector differential operator defined as

¹5S ]

]x1
,...,

]

]xn
D , ~2!

wheren is the number of space dimensions. The other pa-
rameters are coefficients that depend on the considered prob-
lem. If u is a single variable, all these coefficients are scalars
excepta, b, andg, which are vectors withn components and
c, which may be an-by-n matrix.

TABLE I. Thickness~mm!, density, and viscoelastic modulus~GPa! for the Perspex and glass-epoxy plates.

Material Thickness Density C11* C22* C12* C66*

Perspex 4 1.2 8.51 i0.4 8.51 i0.4 4.31 i0.2 2.11 i0.1
Glass epoxy 5 1.9 201 i0.7 501 i2.5 91 i0.4 61 i0.2
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As explained before, the aim of our work is to take the
thermo-viscoelastic effects into account by considering the
equations in the frequency domain and by using complex
coefficients. By this way, it will be shown for the two cases
treated in this paper that Eq.~1! can be simplified as follows:

¹•~c¹ũ2g!2aũ50 in V,

n•~c¹ũ2g!5g on ]V, ~3!

hũ5r on ]V,

whereũ is a frequency-dependent variable to be determined.
The second and third equations represent the stress

boundary condition and the displacement boundary condi-
tion, respectively, whereg is the stress vector at the boundary
andr is the amplitude of the forced displacements. Hereh is
a 232 matrix, the elements of which are either 0 or 1 de-
pending on the direction of the forced displacements and also
on the orientation of each considered boundary. In fact, a
graphic interface allows various boundary conditions to be
easily defined without requiring entering explicit values for
the elements of the various coefficientsg, r, or h. The coef-
ficientsc, g, anda depend on the numbern of space dimen-
sions of the problem considered. They are related to the stiff-
ness of the material, the thermal stress, and the inertia effect,
respectively. They will be given in the following sections for
different cases:~A! the one-dimensional case of a bar and
~B! the two-dimensional cases of a plate in a plane stress or
a plane strain states. In all cases, the materials are thermo-
viscoelastic and can be submitted to a temperature rise
and/or to a mechanical load.

A. Viscoelastic bar

Let us consider a bar, which is straight, cylindrical, slen-
der, and made of a linearly viscoelastic material submitted to
a rapid temperature rise. Its density isr. If the lateral dimen-
sions of the bar are much shorter than the wavelength, the
radial inertia can be neglected. Then, the Fourier transform
s̃(x,v) of the normal stresss(x,t) is related to the Fourier
transformũ(x,v) of the axial displacementu(x,t) at axial
coordinatex and at timet by

]s̃

]x
52rv2ũ, ~4!

where the angular frequencyv is related to the frequencyn
by v52pn. In the frequency domain, the linear viscoelastic
behavior of the material can be expressed as

s̃5E* «̃2E* aũ, ~5!

whereE* is the complex Young modulus of the material,a
is its coefficient of linear thermal expansion, and«̃(x,v) and
ũ(x,v) are the Fourier transforms of the longitudinal strain
and the temperature rise above the initial temperature, re-
spectively. Note that this formalism would allowE* to be
frequency dependent if required. But, as explained in Sec. II,
the material properties will be chosen as non-frequency-
dependent in the present models. To facilitate the analysis, it
will be assumed that the temperature increase is small
enough so that it has negligible effect on the mechanical
behavior of the material. In the hypothesis of small strains,

the longitudinal strain is related to the axial displacement by
«̃5]ū/]x. Then, from the above equations, a differential
equation is found:

E*
]2ũ

]x2
1 iE*

a

v

]ũ̇

]x
1rv2ũ50, ~6!

whereũ̇(x,v) is the Fourier transform of the time derivative
of the temperature rise. It is convenient to use this time de-
rivative because this function is generally time limited. This
is often not the case for the temperature riseu(x,t).

By comparing~3! and~6!, the coefficientsc, g, anda are
shown to be in the following form:

c5E* , g52 iE* a
ũ̇

v
, and a52rv2. ~7!

B. Viscoelastic plate

For an orthotropic linearly viscoelastic material of den-
sity r, the displacement two-dimensional general equation is
written as follows in the frequency domain:

Q11*
]2ũ1

]x1
2

1Q66*
]2ũ1

]x2
2

1~Q12* 1Q66* !
]2ũ2

]x1]x2
1 i

B1

v

]ũ̇

]x1

1rv2ũ150,
~8!

Q22*
]2ũ2

]x2
2

1Q66*
]2ũ2

]x1
2

1~Q21* 1Q66* !
]2ũ1

]x1]x2
1 i

B2

v

]ũ̇

]x2

1rv2ũ250,

where (ũ1 ,ũ2) is the Fourier transform of the displacement
vector, andx1 andx2 are the coordinates of the orthotropic

directions. The functionũ̇ is the Fourier transform of the
time derivative of the temperature rise. The expressions of
the complex coefficientsQi j* and Bi are different whether
plane strain or plane stress state is considered. If a plane
strain state is considered («135«235«3350), theses values
are related to the componentsCi j* of the complex stiffness
matrix and to the coefficients of linear thermal expansiona i

by

Qi j* 5Ci j* and Bi5Ci1* a11Ci2* a21Ci3* a3 . ~9!

For a plane stress state (s135s235s3350), these values
become

Qi j* 5Ci j* 2
Ci3* Cj 3*

C33*
for i , j 51,2, Q66* 5C66* , ~10!

and

Bi5Ci1* a11Ci2* a21Ci3* a3

2
Ci3* ~C31* a11C32* a21C33* a3!

C33*
for i 51,2. ~11!

Again, this formalism allows the complex stiffness moduli
Ci j* to be considered as frequency dependent if required. But,
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as explained in Sec. II, they will be chosen frequency inde-
pendent here.

After some calculations, the above differential equation
must be written in the form of the first equation of~3!, where
the variableũ to be determined corresponds to the vector
(ũ1 ,ũ2). Then, the coefficientc is a 232 matrix where the
components are 232 matrices:

c115S Q11* 0

0 Q66*
D , c125S 0 Q12*

Q66* 0
D ,

c215S 0 Q66*

Q21* 0
D , c225S Q66* 0

0 Q22*
D . ~12!

The coefficienta is a 232 matrix:

a5S 2rv2 0

0 2rv2D . ~13!

The coefficientg is a vector, the two components of which
are the following vectors:

g15S 2 i
B1

v
ũ̇

0
D , g25S 0

2 i
B2

v
ũ̇D . ~14!

IV. FINITE ELEMENT MODEL

A. Software

Numerical solution of the partial differential equations
can be supplied by the finite element method~FEM!. The
versatility and ease-of-use are the principal characteristics of
the software.24 Two possibilities exist to determine the dy-
namic response of thermo-viscoelastic structures to time-
varying loads~temperature, displacements, forces, ...!. Time
marching solutions are commonly used, but this option was
very time consuming and inaccurate solutions were obtained.
Working in the frequency domain was then the alternative.
The frequency spectrum of a time-dependent excitation is
defined using a direct Fourier transform. Then, the structure
response~complex displacements and stresses at any loca-
tion! is calculated at each frequency of this load, i.e., the
finite element code supplies stationary solutions for each fre-
quency component of the temporal excitation. Since a small
number of frequencies~less than 50! are sufficient to achieve
a correct representation of a wide variety of temporal exci-
tations, this approach considerably speeds up the computa-
tion by avoiding the numerical temporal differentiation and
by decreasing the number of calculation steps. The other
advantage of this method is that the viscoelastic behavior is
taken into account by considering complex moduli as input
data to the constitutive relations, since these are expressed in
the frequency domain. This has more physical meaning than
using temporal functions of relaxation for modeling the dis-
sipation in materials, especially if the complex moduli are
previously measured.25 If needed, temporal waveforms cor-
responding to the local response of the structure can be re-
constructed by inverse Fourier transforms.

B. Mesh

Automatic meshing is a major advantage of the soft-
ware. The choice of the element size, along the bar~1-D
cases! or in the plane of propagation of the plate~2-D cases!,
is made such that the shortest wavelength is sampled by at
least five elements. Elements withnth-order behavior are
available. Series of tests showed the code to systematically
converge towards the same consistent solutions when the or-
der was greater than or equal to 3. Therefore, elements with
cubic Lagrange polynomials behavior have been used for
most of the simulations considered in this paper. Several
mesh sizes can be used for defining different regions of com-
plex structures. Also, if small details exist in a given region,
the mesh can easily be locally refined.29 Different boundary
conditions can be imposed at the output borders of the mesh:
free displacements or free stresses, but also continuity of
specific displacement or stress components if regions are
connected together.

C. Excitation—Response—Processing

Stresses, displacements, changes in temperature, or
many other types of excitation can be defined as functions of
the spatial coordinates. These functions can be input either as
closed form solutions or set from data files containing their
numerical values. In the current study, two types of excita-
tion have been used: temperature rise or displacement loads.
These will be detailed further in sections corresponding to
each specific case.

Complex displacements and stresses at every node of the
mesh are predicted, as the response of a structure to a given
excitation. These output data can directly be plotted in dif-
ferent forms using a graphic interface. They also can be
stored in specific files for further processing. In the current
study, the responses of bars or plates to series of frequencies
are modeled and analyzed. Temporal inverse Fourier trans-
form is used for obtaining the temporal waveforms at spe-
cific locations in the structure. Direct spatial Fourier trans-
form is used, too, for quantifying the phase velocity or
attenuation of waves. This is explained in Sec. V B 2.

V. RESULTS

A. Viscoelastic bar

In order to validate the finite element predictions for a
viscoelastic material submitted to either a mechanical load or
a temperature rise, it is necessary to perform calculations in
cases where the exact solutions are known. This is possible
for one-dimensional problems when the excitation and
boundary conditions are quite simple.

1. Mechanical excitation

Let us consider the bar which is described in Sec. II A. It
is submitted to a mechanical harmonic excitation at one end
(x50 mm), the other end (x5200 mm) being either free or
rigidly clamped. The differential equation of motion for the
bar is

r
]2u

]t2
5~E81 iE9!

]2u

]x2
. ~15!
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For harmonic displacement, the solution is

u~x,t !5U~x!eivt, ~16!

so that the bar-wave equation becomes

2v2rU5~E81 iE9!
]2U

]x2
. ~17!

The square of the complex wave-numberk* 5k81 ik9 asso-
ciated to the bar wave is

~k* !25
rv2

E8 S 12 i«

11«2D , ~18!

where «5E9/E8. Then, the analytical solution for wave
propagation towards the positivex values in an infinite bar is

U~x!5Ae~2k91 ik8!x. ~19!

Since the bar considered in this study is of finite length, the
solution must include both forwards and backwards traveling
waves, i.e.,

U~x!5A1e~2k91 ik8!x1A2e~k92 ik8!x. ~20!

The frequency of the harmonic excitation is 150 kHz and its
amplitude is equal to 0.1 mm. A number of 240 Lagrange
quadratic elements have been used for meshing the bar. As

shown in Fig. 1, excellent agreements are obtained between
the finite element predictions and the analytical solutions of
the displacementU(x) along the bar, both for the free-end
and fixed-end cases.

2. Thermal excitation

The same bar as that used in the previous case is now
submitted to a thermal load, and both of its ends are free. It
is assumed that the material is uniformly heated during a
time t and that the heat conduction is neglected. In this case,
the exact solution is known.4 Then, the temperature rise is

u~x,t !5H 0 for t,0,

umax3
t

t
for 0,t,t,

umax for t.t.

~21!

This function is not time-limited contrary to its deriva-
tive. The Fourier transform of the time derivative ofu(x,t) is
given by

ũ̇~x,v!5H umax3
1

ivt
~12e2 ivt! for v 0,

umax for v50.

~22!

It is assumed that the maximum temperature rise is
umax51 °C andt51 ms. According to the frequency range of
the excitation, the mesh consists of 31 nodes and 30 one-
dimensional elements. The numerical and exact solutions are
presented in Fig. 2. In order to compare with Ref. 4, the FE
predicted and exact spectra of the acceleration, i.e.,uv2Uu, at
the end of the heated bar are plotted. Both solutions are very
close in the chosen frequency range.

FIG. 2. Acceleration spectra for PVC bar submitted to a rapid temperature
rise; solutions from analytical model~———! and finite element predictions
~333!.

FIG. 3. Schematic of pure mode excitation along a viscoelastic material
plate connected to a gradually absorbing extra plate.

FIG. 1. Displacement amplitudes
along the ~a! free-end bar and~b!
fixed-end bar; solutions from analyti-
cal model~———! and finite element
predictions~333!.
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B. Viscoelastic plates

The Perspex and composite plates described in Sec. II
are now considered. Two kinds of excitation have been ap-
plied to the left-hand side (x250) of these viscoelastic
plates: ~1! a specific through-thickness displacement field
suitable for launching a single Lamb mode along the Perspex
plate and~2! a uniform through-thickness displacement field
suitable for launching several guided modes along either the
Perspex or the composite plate. In all the cases, the two
surfaces of the plates were free of stress. The end opposite to
that which is excited is either a free or absorbing like bound-
ary, as explained further.

1. Single-mode excitation

The 4-mm-thick, 200-mm-long Perspex plate is consid-
ered ~Fig. 3!. A Hanning-windowed, ten-cycle signal cen-
tered at 150 kHz@Fig. 4~a!# is suitable for exciting a pures0

Lamb mode along this plate. The frequency spectrum of such
temporal waveform is quite narrow, and 17 frequencies are
sufficient to represent the excitation@Fig. 4~b!#.

The first FE calculation of the response of the plate was
made considering its right-hand side as a stress-free edge.
According to the smallest wavelength of thes0 mode~'10
mm!, in the frequency range of the excitation, the plate was
meshed by 280 triangular elements~two elements through
the plate thickness!. Complex displacements were predicted
in both directionsx1 andx2 for the whole set of nodes. This
run lasted less than 1 min on a 1.45 GHz, bi-processors, G4
Macintosh. Temporal waveforms were then reconstructed for
several node positions, by applying an inverse FFT to the set
of harmonic displacements predicted for the 17 frequency

components of the input. As an example, Fig. 5~a! shows the
signal corresponding to normal displacement predicted at po-
sition x25135 mm. This temporal response shows that the
viscoelastic material properties have a strong effect on the
wave propagation since thes0 mode reflected by the free
edge of the plate has an amplitude of about 25% that of the
incident mode. These two amplitudes should be equal if the
material was purely elastic.

A second FE run was made attempting to eliminate the
reflection from the right-hand side of the plate, i.e., by mod-
eling the plate as semi-infinite in the positivex2 direction.
Totally nonreflecting boundary conditions or specialized fi-
nite elements are unavailable for waves propagating along
guides, at least according to the investigated literature. How-
ever, a solution has recently been proposed for eliminating
the reflections of guided modes from plate-edges.30 This con-
sists in adding several absorbing regions contiguously to the
end of the plate. The stiffness matrix~that in the equation of
dynamic equilibrium! for each of these regions is rendered
complex by adding to its initial real part an artificial imagi-
nary part that gets bigger as the region is far from the edge of
the plate. The absorber presented in this paper uses this prin-
ciple of adding extra absorbing regions to one end of the
plate, although some improvements are made:~1! only one
region was added to the end of the plate instead of ten like in
Ref. 30, thus simplifying the model, and~2! instead of ren-
dering complex the stiffness matrix which appears in the
equation of dynamic equilibrium, and which is not always
easily accessible in commercialized software, the imaginary
parts of the material viscoelastic moduli, which are required
input data, were defined as exponentially increasing with the

FIG. 4. Excitation used for launching
the pures0 mode along the Perspex
plate; ~a! temporal waveform and~b!
frequency spectrum~crosses indicate
discrete frequency components!.

FIG. 5. Temporal waveforms corre-
sponding to the normal-displacement
at positionx25135 mm at one surface
of the Perspex plate fors0 mode
propagation;~a! free plate edge and
~b! with extra absorbing region.
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position x2 along the absorber, using the following closed-
form solution:

~23!

whereL50.2 m is the length of the principal plate anda is
coefficient chosen so that each imaginary partCi j9 , at the end
of the absorbing region, is around 400 times larger than its
value in the principal plate (a50.005 in this model!, as
shown in Fig. 6~a!. Note that this exponential law implies
absolute continuity of the two material’s properties at the
boundary between both regions~at x25200 mm). In this
way, there is no brutal acoustic impedance mismatch be-
tween them, and so no more reflections at the end of the
main plate. The absorbing region added to the end of the
plate was 4 mm thick~like the plate!, and 30 mm long only,
as shown in Fig. 3. In this case, a number of the 328 trian-
gular elements are defining the total mesh, and the run was
10% longer than that with no absorbing region. The pre-
dicted amplitude of the surface normal-displacement is
shown in Fig. 6~b!. As expected, it exponentially decreases
from positionsx250 to 200 mm according to the simple law
e2k8x2, wherek9 is the attenuation of thes0 pure mode at
150 kHz (k950.011 mm21) propagating along an infinitely
long plate. Then, in the absorbing region, i.e., fromx2

5200 to 230 mm, this amplitude drastically diminishes and
tends towards zero. Consequently, nos0 mode propagates
backwards along the main plate, as it is confirmed by the
temporal waveform shown in Fig. 5~b!.

2. Multi-mode excitation

Both Perspex and composite plates described in Sec. II
are now acted by a harmonic, uniform displacement along
the x1 direction, at positionx250 ~Fig. 7!. By opposition to
the single mode shape excitation used in Sec. V B 1, this
piston like input is suitable for launching several guided

modes along the plates. The temporal excitation and the
mesh are different depending on the plate that is considered,
and will be described further. For each case, the complex
normal displacements are predicted for a series of positions
along thex2 direction, at one plate surface. As before, this
process is repeated for each frequency component of the in-
put, thus supplying a set of output data, notedũ1(x2 , f ) as in
~8!. A specific signal processing is then applied to these FE
data to recover the wave numbers and attenuations of the
various guided modes propagating along the plates. First, a
standard spatial FFT is applied to transform theũ1(x2 , f )
output data into awave-number2frequencydiagram, noted
ũ1(k, f ). Then, it is straightforward to plot the wave-number,
km , versus frequency, for each modem propagating along
the plate. Finally, the spatial FFT process is applied to two
sets of output data,$ũ1(x2 , f )% I and $ũ1(x2 , f )% II , obtained
for two series of points centred at positionsx2

I and x2
II , re-

spectively ~Fig. 7!. The two wave-number2frequencydia-
grams thus obtained,$ũ1(k, f )% I and $ũ1(k, f )% II , allow the
attenuation of each modem to be easily quantified, using the
following relation:

km9 5
2

~x2
I 2x2

II !
LnU$ũ1~km , f !% II

$ũ1~km , f !% I U . ~24!

This technique is very convenient for processing displace-
ment data corresponding to the coexistence of several modes.

a. Perspex plate. The temporal excitation is a Gaussian-
windowed, three-cycle toneburst having a frequency spec-
trum centred at 150 kHz with215-dB points at 50 and 250
kHz. This spectrum is decomposed into 58 spectral compo-
nents by Fourier transforming the temporal excitation. Each
of these components will then be a harmonic excitation for
the FE model. According to the smallest wavelength (lmin

'5 mm) in the frequency range of interest, a number of 1120
triangular third-order elements are forming the mesh~four
elements through the plate thickness!. The whole FE run
supplying complex displacements at each node of the mesh
lasted 6 min on the bi-processors G4 machine. A selection of
these output data, corresponding to positionsx250 to 150
mm along the plate surface, every 1 mm, was then used to
quantify the wave-numbers and attenuations of the various
modes, according to the signal processing described above.
As shown in Fig. 8, very good agreement is obtained be-
tween the FE predictions and the analytical solutions, for
both the wave-number and the attenuation results.

FIG. 6. Gradually absorbing extra-plate;~a! relative
changes in viscoelastic properties and~b! amplitude of
the surface displacement at 150 kHz, FE predictions
~111! and ~———! analytical solution.

FIG. 7. Schematic of multi-mode excitation along a viscoelastic material
plate.
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b. Glass epoxy plate. The temporal excitation is a
Gaussian-windowed, six-cycle toneburst having a frequency
spectrum centred at 300 kHz with220-dB points at 200 and
400 kHz. This spectrum is decomposed into 53 spectral com-
ponents by Fourier transforming the temporal excitation.
Each of its components is then a harmonic excitation for the
FE model. According to the smallest wavelength (lmin

'4 mm) in the frequency range of interest, a number of 2267
triangular third-order elements are forming the mesh~eight
elements through the plate thickness!. The whole FE run
supplying complex normal displacements at each node of the
mesh lasted 7.5 min. A selection of these output data, corre-
sponding to positionsx250 to 150 mm along the plate sur-
face, every 0.8 mm, was then used to quantify the wave-
numbers and attenuations of the various modes, according to
the signal processing previously described. As shown in Fig.
9, the simultaneous propagation of five Lamb modes has
been successfully modeled. Even if the plate response is
made of symmetric modes,s0 , s1 ands2 , and antisymmetric
modes,a0 anda1 , the processed wave-numbers and attenu-
ations agree remarkably well with the analytical solutions.
The complexity of this example proves the robustness of the
output data processing, as well as the efficiency of the FE
software to model wave propagation in anisotropic, vis-
coelastic materials.

VI. CONCLUSION

The numerous technical applications involving thermo-
viscoelastic materials require robust numerical tools for

simulating the dynamic behavior of such media. In this pa-
per, a commercially available finite element~FE! software24

has been used for modeling the propagation of waves guided
along viscoelastic bars or plates, in stationary mode, which is
suitable for modeling structures’ responses to harmonic ex-
citations. First, the constitutive relations for thermal, aniso-
tropic, viscoelastic materials have been implemented in a
specific format of partial differential equations~PDEs!. In
the Fourier domain, these equations involve complex moduli
that represent the viscoelastic material properties. Then, the
frequency spectra of various temporal excitations have been
calculated using the standard Fourier transform
*2`

` f (t)e2 ivt dt. Specific frequency loops have then been
defined for solving the PDE for each frequency component
of either mechanical or thermal excitations. This use of the
FE method constitutes a fast and efficient way to predict the
dynamic behavior of thermal, anisotropic, viscoelastic mate-
rials. Both complex displacements and stresses at any loca-
tion in the structures can be predicted.

The 1-D and 2-D cases have been investigated for mod-
eling the propagation of waves along bars or plates. Specific
signal processing was applied to the output displacement
data to quantify the characteristics of the wave modes propa-
gating along these elements. The responses of a PVC bar to
either a temperature rise or a displacement load at one end
were modeled and successfully compared to analytical solu-
tions. The responses of an isotropic Perspex plate and of an
anisotropic glass-epoxy plate to displacement loads have also
been modeled and successfully compared to analytical solu-

FIG. 8. Lamb waves dispersion curves
for Perspex plate;~a! real wave-
number and~b! attenuation; solutions
from analytical model~———! and
finite element predictions and process-
ing ~111!.

FIG. 9. Lamb waves dispersion curves
for composite plate made of unidirec-
tional glass fibers and epoxy matrix;
~a! real wave-number and~b! attenua-
tion; solutions from analytical model
~lines! and finite element predictions
and processing~111!.
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tions. In all cases, the material viscoelasticity was shown to
be properly taken into account in these FE models, whether a
single mode propagates or several modes coexist. An effi-
cient way to eliminate reflections from plate edges that can
sometimes be unwanted has also been proposed. This con-
sists in simulating a short media connected at the edge of the
main structure, and having viscoelastic properties that expo-
nentially increase with the distance away from this edge. No
brutal acoustic impedance mismatch exists between the two
connected media, and the amplitude of waves incoming into
the absorber quickly dropped down to zero. Working in the
Fourier domain rather than in the more conventional tempo-
ral domain leads to FE calculations shorter than 10 min on a
1.45-GHz, bi-processor, G4 Macintosh, for all the cases con-
sidered in this study. In addition to the physical interest,
which consists in using measured viscoelastic material prop-
erties as input data, the FE computations run in the frequency
domain are much faster than if they were run in the temporal
domain since fewer iterations are involved.

The efficiency of the graduated, highly absorbing region
shows the potentiality of this technique to simulate large
structures using small numbers of elements, like for example
infinitely long plates. Isolated regions with defects could also
be modeled without the necessity of meshing large domains
for avoiding reflections from edges. Introducing properly the
anisotropic and viscoelastic material properties will allow FE
modeling polymer-based composite structures, and espe-
cially the simultaneous propagation of several wave modes
having different attenuations. Predicting the diffraction of
waves by defects in such composite structures is therefore
one of the objectives.29 Finally, the high-speed performances
of the FE code offers the possibility of automatically chang-
ing the geometry~size, position, shape! of the flaws, thus
opening the way to solve inverse problems.
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Experimental studies of a thermoacoustic Stirling prime mover
and its application to a cooler
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An acoustic field spontaneously induced in a thermoacoustic prime mover consisting of a looped
tube and resonator is determined through simultaneously measurements of pressureP and velocity
U. A thermal efficiency of the thermoacoustic prime mover of this type has been reported to reach
30%. The measurements of the acoustic field in the present system revealed that a phase lead ofU
relative toP takes a negative value of about220° in the regenerator where the output power of the
prime mover is generated. It was concluded that the possession of a negative phase lead at this
position is taken as a clue in a significant increase in the output power. Moreover, the analysis in the
thermoacoustic mechanism shows that a precise position for the location of a second regenerator
acting as a heat pump exists in the looped tube. Indeed, by locating the second regenerator at the
position, a thermoacoustic cooler was constructed. The thermoacoustic cooler could generate a low
temperature of225 °C without involving any moving parts. ©2004 Acoustical Society of
America. @DOI: 10.1121/1.1649333#

PACS numbers: 43.35.Ud@RR# Pages: 1134–1141

I. INTRODUCTION

A conventional internal-combustion prime mover such
as a car engine has many mechanical parts like pistons,
valves, etc. An efficient energy conversion can be achieved,
only if these mechanical parts are properly tuned. This re-
quires high maintenance- and production costs. On the other
hand, a thermoacoustic prime mover can perform an efficient
energy conversion without nuisance mechanical parts.

A thermoacoustic prime mover is composed of a regen-
erator, two heat exchangers, and a tube. Here, the regenerator
is sandwiched by the heat exchangers in the tube. When a
steep temperature gradient is set up along the regenerator by
the heat exchangers, an acoustic wave accompanying pres-
sure

P5peivt, ~1!

and cross-sectional mean velocity

U5ui ~vt1F!, ~2!

is spontaneously generated in the tube, wherev is an angular
frequency andF is a phase lead ofU relative to P. The
spontaneously generated acoustic wave forces a gas parcel in
the regenerator to experience a thermodynamic cycle consist-
ing of the compression, heating, expansion, and cooling. As a
result, the energy conversion of heat flowQ into work flow I
occurs without involving moving parts.1–4

Thermoacoustic prime movers are classified into two
types depending on the value of the phase leadF; one is a
standing wave thermoacoustic prime mover and the other is a
traveling wave one. In a standing wave prime mover, a gas
parcel withF nearly equal top/2 contributes to the energy

conversion through irreversible thermal contacts with wall in
a regenerator. We call this phase lead (F5p/2) thestanding
wave phase. Many prime movers of this type have been
constructed5,6 and used for operating a refrigerator to liquefy
natural gas.7 However, their thermal efficiencies are at best8

20% because their energy conversion is based on the
irreversibility.1

A traveling wave thermoacoustic prime mover was
originally proposed by Ceperley in 1979.9 In this prime
mover, a gas parcel withF nearly equal to zero contributes
to the energy conversion through reversible thermal contacts
with wall in a regenerator. This phase lead (F50) is called
the traveling wave phase. In order to gain a deeper insight
into details of a thermodynamic cycle performed in the trav-
eling wave prime mover, we attempt to elucidate the relation
between pressureP and cross-sectional mean displacementz
under the conditionF50. This is illustrated in Fig. 1~a!.
Sincez is always out of phase with the velocityU by p/2, it
is also out of phase withP by p/2. When a gas parcel with
F50 locally makes isothermal contacts with wall in a re-
generator, where a finite temperature gradient exists as
shown in Fig. 1~b!, it would undergo the thermodynamic
cycle of four stages:~1! the gas parcel is pressurized around
the cold end~compression!; ~2! moves to the hot end~heat-
ing!; ~3! is depressurized around the hot end~expansion!;
and ~4! moves back to the cold end~cooling!. Ceperley
pointed out that this thermodynamic cycle is essentially the
same as that performed in a conventional Stirling prime
mover. Since a conventional Stirling prime mover has a ther-
mal efficiency of 20%–38%,10 he considered that a traveling
wave thermoacoustic prime mover can in principle have a
high efficiency without any moving parts. However, it had
not been realized until 1998, when Yazakiet al. succeeded
for the first time in constructing a traveling wave thermoa-
coustic prime mover by using a looped tube.11 Yazaki et al.
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simultaneously measured bothP andU in the acoustic field
induced in the looped tube prime mover, and found that its
phase leadF was close to a traveling wave phase (F50) in
the regenerator.

In 1999, Backhaus and Swift upgraded a thermal effi-
ciency up to 30% by introducing a resonator in a looped
tube.8 The efficiency has reached a level comparable to that
of a car engine.10 They attribute such a high efficiency to the
fulfillment of the two conditions. One is the possession of the
traveling wave phase and the other is that of a high value of
a dimensionless acoustic impedancez defined as

z5
P/Pm

U/c
, ~3!

where Pm is a mean pressure andc is the adiabatic sound
speed. If a free-traveling acoustic wave, whoseF is always
zero, is generated in a thermoacoustic prime mover, the
acoustic impedancez would be fixed at the specific heat ratio
g5cp /cv , wherecp and cv are specific heat of the gas at
constant pressure and volume, respectively. The low value of
z ~5g! would lead to significant viscous losses in a regen-
erator because of the motion of the gas with a high velocity.
In order to reduce the viscous losses,z should be increased
far beyond the value ofg. Though they stressed the impor-
tance of these two conditions above to achieve a high effi-
ciency, the values ofF andz in their prime mover have not
been experimentally determined.

This paper describes an attempt in the optimization of
the feature size of the Backhaus and Swift-style thermoa-
coustic prime mover so as to generate an intense acoustic
wave, and presents the values ofF and z determined by
simultaneous measurements ofP andU in the prime mover.
Their preliminary data were already reported.12 We show
from the present data that the energy conversion from heat

flow Q into work flow I is performed in the regenerator by a
gas parcel having an acoustic impedance large enough to
suppress viscous losses. Its phase leadF, however, turns out
to be negative rather than zero corresponding to a pure trav-
eling wave phase. We demonstrate below that the possession
of a negative value of the phase lead in a regenerator plays a
key role in producing the output power of the present prime
mover.

In the second part of the present work, a construction of
a thermoacoustic Stirling cooler driven by the present prime
mover is reported. The experimental results obtained from
the simultaneous measurements ofP andU allow us to pin-
point the position where the reversed Stirling cycle can be
executed. Indeed, by locating a second regenerator acting as
a heat pump at this particular position, we could construct
the cooler without involving any moving parts. It could gen-
erate225 °C and have a cooling power of 11 W at 0 °C
when an input heat power was 210 W.

II. THERMOACOUSTIC STIRLING PRIME MOVER

A. Apparatus

The present thermoacoustic prime mover, as schemati-
cally illustrated in Fig. 2~a!, is composed of a looped tube
and resonator made of Pyrex glass tubes. They are 40 mm in
inner diameter and are filled with atmospheric air. One end
of the resonator, which is hereafter referred to as the resona-
tor junction, is joined with the looped tube. The other end,
called the open end of the resonator, is connected to a 2.0
31022-m3 tank. Pressure transducers are installed on the
wall of both looped tube and resonator. The direction of
gravity is headed from upper to lower sides in Fig. 2~a!.

A regenerator of 35 mm in length is made of a stack of
60-mesh stainless-steel screens with a wire diameter of 0.12
mm and is located in the looped tube, as shown in Fig. 2~a!.
From the measurement of porosity of the regenerator, we
estimated its hydraulic radius13 to be 0.13 mm. This is much
smaller than the thermal penetration depth14 d t formed at the
wall and, thus, we consider that a good thermal contact be-
tween a gas parcel and wall of the screens is ensured
throughout the present work. The two heat exchangers,

FIG. 1. ~a! Relation between pressureP and displacementz with the trav-
eling wave phase.~b! Temperature gradient in a regenerator.

FIG. 2. ~a! Thermoacoustic Stirling prime mover consisting of a looped tube
and a resonator. A regenerator sandwiched by two heat exchangers is located
in the looped tube.~b! Regenerator working as a thermoacoustic heat pump.
Two heat exchangers are located on its both ends.
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where brass plates 0.5 mm in thickness and 10 mm in height
are placed at 0.5-mm intervals, are located on both sides of
the regenerator. One is water-cooled and kept at room tem-
peratureTR . The other is heated by an electrical resistance
heater wound around it, and its temperatureTH is controlled
by the heater powerQH up to 210 W.

B. Optimization to generate an intense acoustic wave

The performance of the present apparatus was tested by
varying the total length of the looped tubeLl , the length of
the resonatorLr , and the distanceR from the resonator junc-
tion to the center of the regenerator@see Fig. 2~a!#. WhenQH

exceeded some critical valueQcri , a gas oscillation sponta-
neously generated in the setup with all combinations ofLl ,
Lr , andR we tested. The wavelengthl of the acoustic wave
thus generated was estimated from its frequency, and it was
found thatl is essentially four times as long as the sum ofLl

andLr . Hence, we call the acoustic oscillation the quarter-
wavelength mode, which is the same as that induced in the
Backhaus and Swift prime mover.8 As QH was increased
beyondQcri , the amplitude of the acoustic oscillation was
also increased. We measured the position dependence of the
pressure amplitude whenQH5210 W. It was found that the
pressure node and antinode always appear near the open end
of the resonator and the cold end of the regenerator, respec-
tively, regardless of the combinations ofLl , Lr , and R.
However, the magnitude of the pressure amplitudepan at the
antinode turns out to depend on the combination. Backhaus
and Swift have carefully shaped a diameter of their looped
tube to generate the acoustic wave having the pressure am-
plitude of 10% of a mean pressure based on an idealized
lumped element equivalent.8 In the present work, an intense
acoustic wave is obtained by using the tube with a uniform
inner diameter and experimentally optimizing the combina-
tion of Ll , Lr , andR.

We measuredpan at the pressure antinode under the con-
dition such thatR andLr were varied whileLl51.74 m. The
results are shown in Fig. 3~a!. The value ofpan as a function
of Lr shows a peak at a givenR. The peak value is found to
increase with decreasingR. Therefore,R was fixed at the
smallest attainable value of 0.27 m. In other words, the hot
end of the regenerator was located at the position as close to
the resonator junction as possible.

The value ofLl was then optimized under the condition
R50.27 m. In Fig. 3~b!, the measuredpan is plotted as a
function of Lr under different values ofLl . Note that the
data shown in Fig. 3~b! with closed circles are the same as
those in Fig. 3~a! with the same symbol. As can be seen in
Fig. 3~b!, pan at the peak can be further enhanced asLl

decreases. The largest value ofpan reached was 8.6 kPa,
corresponding to 8.5% of the mean pressure, whenLl

51.18 m andLr51.35 m were chosen.
As indicated by two arrows in Fig. 3~b!, the magnitude

of pan sharply decreases whenLl51.18 m and Lr

51.4– 1.5 m, andLl51.34 m andLr51.6– 1.8 m. We ex-
perimentally found that two acoustic modes were simulta-
neously excited in the present prime mover with these two
combinations. They are the quarter-wavelength and one-
wavelength modes,15 in the latter of which the acoustic wave

having l5Ll is excited. Hence, the sharp decreases ofpan

are attributed to the competition16 between these two modes.
In order to avoid an excitation of the one-wavelength mode,
we finally adoptedLl , Lr , andR of 1.18, 1.04, and 0.27 m,
respectively. The present prime mover thus optimized gener-
ates the spontaneous acoustic oscillation with the frequency
f 541 Hz when QH is increased beyond 56 W (TH

.210 °C). The pressure amplitudepan becomes 8.3 kPa
whenQH reaches 210 W.

C. Simultaneous measurements of pressure
and velocity

In order to reveal the mechanism of the thermoacoustic
energy conversion betweenI and Q, we measured both ve-
locity and pressure17,18 in the present prime mover. The axial
velocity was measured with a laser Doppler velocimeter
~LDV !. In the LDV, two beams generated from a single laser
source are crossed at the center of the tubes. The tracer par-
ticles ~cigarette smoke! running together with an oscillating
gas scatter light at the cross point of the beams. The light is
detected by a photomultiplier as a burst signal. A frequency
of the signal is converted to the voltage proportional to the
velocity of the oscillating gas by a tracker-type processor. It
should be noted that the tracker-type processor causes time
delay in signal. We measured the time delay,18 and found it
to be 2.731025 s in the present experiments.

The pressureP5peivt was measured with a series of
the pressure transducers attached on the tube wall. We ex-
perimentally found that a time delay in the pressure measure-
ments is 0.931026 s, which can be neglected in this experi-
ment compared with that involved in the velocity
measurement. The pressure is independent of the radial di-
rection of the tube, because their radius~520 mm! is much
smaller than the wavelengthl of the acoustic wave in the
present prime mover~.8 m!.

FIG. 3. The pressure amplitudepan at the pressure antinode as a function of
the resonator lengthLr with ~a! given distancesR and~b! given looped tube
lengthsLl . Curves are drawn to guide for the eye.
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By taking the time delay in velocity measurements into
account, we simultaneously measured pressureP5peivt and
velocity UC5uCei (vt1FC) along a central axis of the tube,
when a heat inputQH was 83 W. The velocity changes in a
radial direction in the tube because of the presence of vis-
cosity. Hence, the cross-sectional mean velocityU
5uei (vt1F) was determined from the measuredUC by ap-
plying a laminar flow theory, which provides the relations
F2FC50.99° and u/uC51.02 for the present
experiment.17

D. Analysis of the measured acoustic field

The values ofp, u, and F determined by the simulta-
neous measurements are plotted in Figs. 4~a! and ~b! as a
function of positionx in the present prime mover. The reso-
nator junction is set to bex50, i.e., an origin of the coordi-
nate shown in Fig. 2~a! and a positive direction ofx is taken
anticlockwise in the looped tube while it is done towards the
right in the resonator.

As can be seen in Fig. 4~a!, the pressure amplitudep
increases whereas velocity amplitudeu decreases, asx in-
creases from21.04 to 0.90 m. This clearly indicates that a
quarter-wavelength mode was excited in the present prime
mover. The phase leadF shown in Fig. 4~b! takes nearly 90°
in the resonator (21.04<x<0), and decreases from 85° to
260° with increasingx in the looped tube (0<x<1.18).
Both values ofu andF show discontinuities atx50, where
the waveguide is separated into two, so as to satisfy the laws
of conservation of energy and mass.

Figure 4~c! shows the distribution of work flowI, which
is calculated by inserting the data shown in Figs. 4~a! and~b!
into the following equation:

I 5A 1
2pu cosF, ~4!

whereA is the cross-sectional area of a tube. A slope ofI is
always negative outside the regenerator, indicating the pres-
ence of energy dissipations in the looped tube~0.34 W/m!
and resonator~0.1 W/m!. Note that a sign ofI represents its
direction. The work flowI emitted from the hot end of the
regenerator (x50.94) is directed toward the resonator junc-
tion (x51.18) and is divided into two at the resonator junc-
tion. One is delivered to the resonator to compensate for the
dissipation in it. The other runs into the looped tube in the
counterclockwise direction, and is fed back into the cold end
of the regenerator (x50.90). The work flow reaching the
cold end is amplified from 1.7 to 2.2 W in the regenerator,
and the amplified work flow is output from the hot end again.
The amplification ofI demonstrates that the energy conver-
sion fromQ into I takes place in the regenerator. The differ-
ence of the work flow between the hot and cold ends (DI
50.5 W) represents the output power of the present prime
mover sustaining the spontaneously induced acoustic field.

Now, we focus on the acoustic field near the regenerator.
The phase leadF takes a pure traveling wave phase~50! at
x50.85 m, i.e., the position close to the cold end of the
regenerator. At this particular position,p andu take a maxi-
mum ~3.4 kPa! and minimum ~0.78 m/s!, respectively.
Hence, the dimensionless specific acoustic impedancez
reaches the value 10 times as large asg and is much larger
than that observed by Yazaki15 in the looped tube prime
mover (z.3g). The high acoustic impedance can signifi-
cantly suppress viscous losses in the regenerator. The value
of F at the center of the present regenerator is found to be
about 220°, as obtained by interpolating the values at its
both ends. This can be taken as evidence that the present
prime mover generates the output powerDI through the
Stirling cycle because this value ofF is near the traveling
wave phase (F50°) rather than the standing wave one (F
5290° and 90°!.

We should note two facts:~1! F is near the traveling
wave phase and~2! its value is negative in the present regen-
erator. We consider that both of them are critically important
in producing the output powerDI as was discussed
previously.12 The first fact is needed to execute the Stirling
cycle as mentioned above. The importance of the second one
is described below. Briefly, Eq.~4! leads to the expression

DI

I
.

Dp

p
1

Du

u
2tanF•DF, ~5!

whereDp, Du, andDF represent differences inp, u, andF
at the hot end relative to the cold one, respectively. By in-
serting the experimental data shown in Fig. 4 into the three
terms in the right-hand side of Eq.~5!, we find thatDp/p
;20.2, Du/u;0.7, 2tanF•DF;20.2 across the regen-
erator. This means thatDI /I is largely gained from the sec-
ond term. Its positive and large value arises from the fact that
the velocity node is positioned near the cold end of the re-
generator because this makes its denominator a small value
but the numerator large. If the velocity node withF50 were
positioned in the regenerator, the numerator of the second
term would have also become small and, thus, the second
term would have been reduced as small as the first and third
terms, resulting in a much smallerDI . Therefore, we con-

FIG. 4. Acoustic field in the thermoacoustic Stirling prime mover. The axial
distribution of ~a! p and u; ~b! F; and ~c! I. A hatched area represents the
position of the regenerator and the lines are guides for the eye.
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sider that the possession of a negativeF in a regenerator is
essential for producing a largeDI while suppressing viscous
losses in a thermoacoustic Stirling prime mover equipped
with a looped tube and resonator.

E. Thermal efficiency of the thermoacoustic prime
mover

The present thermoacoustic Stirling prime mover turns
out to have the output powerDI of 0.5 W when QH

586 W. Its thermal efficiency is about 0.6%. This is much
smaller than that reported by Backhaus and Swift~30%!. The
low efficiency may be attributed to the use of atmospheric air
as a working gas in the present prime mover. The use of
atmospheric air is required in the present work to measure
the acoustic field with LDV. On the other hand, Backhaus
and Swift used helium gas with a mean pressurePm of 3
MPa. Based on the performance of the present prime mover,
we consider below what efficiency a thermoacoustic Stirling
prime mover of this type will gain when such a highly pres-
surized gas is employed.

The work flow at the pressure antinode, whereF50, is
obviously given from Eq.~4! as

I 5
APmc

2z S p

Pm
D 2

, ~6!

where cosF51 andz5(p/Pm)/(u/c) are used. In the case
of the Backhaus and Swift thermoacoustic prime mover, for
example,A is 6.231023 m2, Pm is 3 MPa, andc is 1.0 km/s.
They obtainp/Pm50.1 when the input heat power is 4.0 kW,
and estimatez at 15–30g (g;1.66 for helium!.8 Hence, the
work flow at the pressure antinode would become 3.8–1.9
kW. Assuming that this amount of the work flow running into
the regenerator is amplified by the ratioDI /I 50.3 in the
same way as that in the present prime mover, we can evalu-
ate the output power to be 1.1–0.6 kW. Hence, the thermal
efficiency of their prime mover would become 25%–15%.
The efficiency thus estimated would refer to only a possible
minimum value for their prime mover, because the tempera-
ture ratioh5(TH2TC)/TC of 2.3 in their prime mover is
higher than that in the present one (h50.8). All the analysis
above indicates that an extremely high efficiency achieved
by the Backhaus and Swift is reasonably understood from the
extension of the present results.

F. Visualization of an acoustic streaming

We discuss in this subsection a visualization of the gas
motions from the Lagrangian point of view, which allows us
to measure a secondary flow induced in the present prime
mover. The motivation for this measurement is that it has
been pointed out that the net of the secondary flow carries
heat away from the hot heat exchanger on the regenerator
and generates an unwanted heat leak, resulting in a decrease
in an efficiency.8,19 A sheet-like plane light of a 400-mW
argon-ion laser was passed through the axis of the looped
tube. Tracer particles of 20mm in diameter were introduced
within the tube, where spontaneous gas oscillations were ex-
cited with QH586 W, i.e., the same condition as that em-
ployed in the pressure and velocity measurements.

Figure 5 shows a typical photograph taken in the region
over x50.30 to 0.45 m. The traces of the particles are seen
as horizontal bright lines in Fig. 5. This is because the shutter
speed was slower than the inverse of the oscillating fre-
quency~1/41 s! and the velocity in the tube is uniaxial. The
length of the line, therefore, represents the peak-to-peak dis-
placement of the tracer particle, and is found to be 26 mm at
x50.35 m. This agrees well with the peak-to-peak displace-
ment estimated from the velocity measurements shown in
Fig. 4~a!.

We found that bright lines moved slowly with the dc
velocity U0 along the tube axis. This indicates the existence
of a secondary flow in the present prime mover. It turned out
thatU0 depends on the radial coordinate. At the center of the
tube, U0 was about 34 mm/s and its flow was always di-
rected from right to left. This is opposite to the direction ofI.
Near the tube wall,U0 was faster than that at the center. Its
direction was reversed and became the same as that ofI.
However, the net flow rate of the secondary flow and its
direction could not be experimentally observed in the present
prime mover. Therefore, it was experimentally unclear
whether the secondary flow significantly reduced the effi-
ciency of the present prime mover or not.

III. CONSTRUCTION OF A COOLER DRIVEN BY THE
THERMOACOUSTIC STIRLING PRIME MOVER

A. Thermoacoustic cooling effect

This section describes the construction and performance
of a cooler driven by the present thermoacoustic Stirling
prime mover. The present prime mover generates the output
power DI through the Stirling cycle. By using thisDI as a
source of power, we produce a thermoacoustic cooling
effect15 without moving parts. A second regenerator, which
acts as a thermoacoustic heat pump, was inserted into the
present thermoacoustic prime mover.

The measured acoustic field allowed us to locate pre-
cisely a right position for the installation of the second re-
generator. The position isx50.85 m, because the acoustic
impedancez becomes the maximum~10 g! andF takes ex-
actly zero there. The maximum acoustic impedance can sig-
nificantly reduce viscous losses in the second regenerator to
a minimum level. The traveling wave phase can cause a ther-
moacoustic cooling effect through the reversed Stirling cycle
as explained below. As can be seen Fig. 1~a!, a gas parcel
having F50 in the second regenerator will experience the
following cycle: ~1! pressure of the gas parcel is increased
near one end of its travel and then, the gas parcel releases
heat to the wall of the second regenerator, since the tempera-

FIG. 5. Visualization of the streaming. Bright lines represent traces of the
moving tracer particles.
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ture of the gas parcel is kept equal to that of the wall through
the thermal contact between them;~2! the gas parcel moves
toward the other end;~3! where its pressure is decreased and
then, it receives heat from the wall, and~4! it moves back to
the first position. By repeating this cycle, a heat flow can be
pumped from one end to the other of the second regenerator
in the opposite direction toI, resulting in the generation of a
temperature gradient along it.

B. Construction of a thermoacoustic Stirling cooler

Figure 2~b! shows the schematic illustration of a ceramic
honeycomb used as the second regenerator. The regenerator
of 80 mm in length has many square pores with the cross
section 0.630.6 mm2. Two heat exchangers are placed on
both sides of the regenerator. One is cooled by water to keep
it at TR . The other is exposed to surrounding air and its
temperatureTC is measured by a thermocouple. The second
regenerator is located in the position overx50.77 to 0.85 m
in the present prime mover.

We tested the performance of the cooler by gradually
increasingQH . Figures 6~a! and ~b! shows the measured
TH , TC , andpan

2 as a function ofQH . The temperatureTH

monotonically increases with increasingQH , but pan
2 andTC

remain unchanged at 0 and room temperature of 18 °C as
long asQH<63 W, respectively, because of the absence of
gas oscillations. WhenQH exceedsQcri of 63 W, the gas
parcels begin to oscillate. Now,pan

2 becomes finite andTC

begins to decrease from room temperature. This proves that
the heat flow was indeed pumped across the second regen-
erator from its cold heat exchanger (TC) to the room-
temperature one (TR) by thermoacoustically generated gas
oscillations. We measured the pressure along the tube and
found that the position of the pressure antinode, whereF
50, remained unchanged upon the installation of the second
regenerator. Therefore, the reversed Stirling cycle to pump

heat is executed in the second regenerator. With increasing
QH , pan

2 increases andTC decreases. WhenQH is increased
to 210 W, pan reaches 7.5 kPa andTC drops to the lowest
temperature of 2 °C.

C. Cooler filled with pressurized gas

In order to further enhance the cooling performance, we
modified the cooler in the way discussed below. The glass
looped tube and resonator are replaced by stainless-steel
tubes with 40 mm inner diameter. Pressurized helium gas
with mean pressure ofPm5220– 500 kPa is employed as
working gas in place of atmospheric air. The values ofLl ,
Lr , andR are adjusted to be 1.04, 1.40, and 0.20 m, respec-
tively. In the high-pressure cooler thus constructed, the fre-
quencyf of the spontaneous gas oscillations turned out to be
118 Hz.

Under the conditionQH5210 W, we measuredTC in
the high-pressure thermoacoustic cooler as a function ofPm .
The measuredTC , as shown in Fig. 7 by open circles,
reaches213.8 °C atPm5220 kPa and is further decreased
with increasingPm up to 350 kPa. The value ofTC reaches
the lowest value of217.8 °C at Pm5350 kPa but is in-
creased with further increase inPm beyond 350 kPa.

The existence of the minimum on theTC2Pm curve can
be explained by using the relations

dv}~Pmv!21/2, ~7!

and

dv5d ts
1/2, ~8!

wheres is Prandtl number, anddv andd t are the viscous and
thermal penetration depths,14 respectively. The viscous pen-
etration depthdv can be decreased by increasingPm through
Eq. ~7!, resulting in the suppression of viscous losses gener-
ated in the two regenerators. However,d t is also decreased
by increasingPm through Eq.~8!. A decreasingd t will cause
the loss of a good thermal contact between a gas parcel and
the wall in the regenerators. Since a good thermal contact is
indispensable for the Stirling prime mover and cooler, an
increase inPm beyond some critical value will reduce the

FIG. 6. Performance of the thermoacoustic Stirling cooler with the use of
atmospheric air. TemperaturesTH at the hot end of the regenerator, in which
the output power is generated, andTC at the cold end of the second regen-
erator, in which the heat pump effect is operated, and square of pressure
amplitudepan

2 are plotted as a function of input powerQH . The lines are
guides for the eye.

FIG. 7. TemperatureTC of the cold end of the second regenerator as a
function of Pm , for input powerQH5210 W.
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performance of the cooler as shown in Fig. 7.
We tried to decreaseTC further. Equation~8! indicates

that, if s can be decreased,dv is decreased, resulting in a
decrease of viscous losses. Sinces can be decreased by us-
ing a mixture of helium and argon,20 we employed it as a
working gas. While adding argon to helium, we measured the
temperatureTC with QH5210 W.

The value ofTC is shown in Fig. 7 as a function ofPm

at a given ratio of helium to argon. The ratio was estimated
from the measured frequencyf mix of the spontaneous gas
oscillation for the mixture and the equation,

f He

f mix
5A~12y!NAr1yNHe

NHe
, ~9!

wheref He ~5118 Hz! is the frequency for pure helium in the
present cooler andNHe andNAr are the molar mass of helium
and argon, respectively, andy is a mole fraction of helium.
The TC–Pm curves with the mixture fall consistently lower
than that with pure helium in the region 200<Pm

<500 kPa. The mixture at a given ratio also takes an opti-
mum value ofPm in the same reason as that with pure he-
lium. The optimumPm of the mixture is lower than that of
pure helium. This is attributed to the fact that the mixture can
reduce viscous losses while keeping a good thermal contact
at low Pm compared with helium. As can be seen in Fig. 7,
wheny was 0.7 andPm was the optimum value of 260 kPa,
we obtained the lowest temperatureTC of 225 °C, which
was lower by 47 °C than room temperatureTR ~.22 °C!.

Finally, we demonstrate the cooling power of the present
cooler with the choice of the optimized mixture gas, where
y50.7 and Pm5260 kPa. A resistance heater was wound
around the cold heat exchanger on the second regenerator
and the cooling power was measured under the condition
QH5210 W. In Fig. 8,TC is plotted as a function of the heat
loadQC supplied to the heater. AsQC increases to 12 W,TC

raises from225 to 2 °C. The thermal efficiency of the cooler
defined asQC /QH turns out to be 5% at 0 °C.

IV. SUMMARY

We have measured the acoustic field in the thermoacous-
tic prime mover having the looped tube and resonator by
simultaneous measurements of pressureP and cross-
sectional mean velocityU. The acoustic field thus observed

enabled us to prove that the thermoacoustic Stirling prime
mover executes the thermodynamic cycle by using an acous-
tic wave having a high acoustic impedance and a negative
phase leadF. We consider that a negativeF plays a key role
to increase the efficiency of a thermoacoustic prime mover
having a looped tube and resonator. Moreover, based on
these experimental results, we succeeded in constructing a
Stirling cooler driven by the present thermoacoustic prime
mover. The cooler generated a temperature of225 °C and
had a cooling powerQC of 11 W at 0 °C with an input power
QH of 210 W.

The thermoacoustic prime mover and cooler have a po-
tential to become an efficient device, because the mutual
conversions betweenQ and I are executed through the
Stirling cycle which has an inherent reversibility. They are
very inexpensive to maintain and to construct it, and produce
neither waste gas nor require chlorofluorocarbon. We con-
sider that a thermoacoustic prime mover and cooler will be-
come a new technology to use a waste and solar heat with a
high efficiency and low cost.
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The optoacoustic generation of a helicoidal ultrasonic beam is demonstrated. Such an ultrasonic
‘‘doughnut’’ beam has a pressure amplitude minimum in the center along its entire longitudinal
extension, and it carries orbital angular momentum. It is produced by illuminating a specially
structured absorbing surface in a water tank with pulsed laser light. The absorbing surface has a
profile with a screw dislocation, similar to the transverse cross-sectional surface of a helix. Upon
illumination with modulated light, a correspondingly prepared absorber generates an ultrasonic
wave with the desired phase discontinuity in its wave front, which propagates through the water tank
and is detected with spatial resolution using a scanning needle hydrophone. This situation can be
viewed as the optoacoustic realization of a diffractive acoustical element. The method can be
extended to tailor optoacoustically generated ultrasonic waves in a customized way. ©2004
Acoustical Society of America.@DOI: 10.1121/1.1643367#

PACS numbers: 43.35.Yb, 43.20.El@YHB# Pages: 1142–1146

I. INTRODUCTION

During the past years laser-induced generation of
ultrasound1 has become an active field of research with re-
spect to applications in medicine2–6 and in material
sciences.7–9 A major advantage, which is inherent to this ap-
proach but not often utilized, is the possibility to generate
ultrasound waves with predetermined spatial intensity pat-
terns. On the other hand, in optics as well as in acoustics
helicoidal beams and vortices are currently being studied for
new areas of application.

In optics, for instance, higher order Laguerre–Gaussian
beams, which are sometimes called ‘‘doughnut beams’’ for
their dark hollow in the center along the propagation axis,
have been applied to trap particles. The dark central spot of a
doughnut mode can confine absorptive or reflective
particles10 as well as dielectric low-index particles such as
hollow glass spheres,11 due to the scattering force or the
gradient force, respectively. Since such a light field carries
‘‘orbital’’ angular momentum,12,13 it may even be used to
induce a rotation of the trapped particles.10,14 In the context
of laser cooling optical doughnut modes have found a suc-
cessful application in trapping and guiding of neutral atoms
in ‘‘atomic funnels.’’15,16

On the acoustics side, there have recently been some
experiments on levitation of heavy particles by ultrasonic
beams. Tungsten particles, for instance, have been suspended
in the air in a standing~kHz frequency! sound wave.17,18This
raises the question, whether some of the above mentioned
optical applications of helicoidal beams might, at least partly,
be adaptable to acoustics. Helicoidal ultrasonic beams could
have particularly promising applications, since~like their op-
tical counterparts! they carry orbital angular momentum that
can be transferred to particles and induce rotation. It should
also be possible to trap or guide particles or gas bubbles
inside an acoustical doughnut beam. The combination of an
acoustical trap~levitator! with a hollow beam carrying or-
bital angular momentum might serve as a particularly useful
tool for contact-free spatial control over particles. Acoustical

doughnut beams have also been suggested for underwater
alignment purposes,19 since the pressure minimum in the
center of the beam is always exactly localized on the beam
axis, and for remote sensing of the symmetry of ultrasound
scattering objects or vortices.

The work presented in this paper is to be understood as
a first step on the way to our ultimate goal, which is to
employ computer-generated holography on a LCD screen to
steer optoacoustically generated ultrasound waves.20

II. OPTOACOUSTIC GENERATION OF ULTRASOUND

Considerations involving the torque applicable to par-
ticles in a helicoidal sound wave have recently led to new
attempts for efficient and custom-designed generation of
helicoidal ultrasonic beams. Some years ago, Hefner and
Marston19 suggested a four-panel piezo-composite transducer
to generate the desired helicoidal ultrasound beams. In this
system it was possible to choose the output frequency within
a range from several kHz to several hundred kHz.

In the present paper we describe a method that utilizes
the optoacoustic effect to create the ultrasonic counterpart of
an optical doughnut beam. To our knowledge, helicoidal ul-
trasonic beams have not been generated optoacoustically to
date. The optoacoustic effect is based on absorption of
modulated light, resulting in thermal expansion, which pro-
duces a propagating pressure wave, if certain conditions are
satisfied~stress confinement and thermal confinement!.21 The
conversion efficiency between optical intensity and pressure
amplitude depends on the so-called Grueneisen
parameter.22,23 Since this efficiency is low for solids or liq-
uids, typically short laser pulses~in the nanosecond range or
shorter! with a correspondingly high peak power are used,
which produce a short ultrasonic pulse with a broad fre-
quency bandwidth.

Our deliberate choice of ams-pulse laser system~pulse
width 10 ms!, however, has the advantage that the pulse du-
ration is on the one hand short enough to provide the high
peak intensity necessary for efficient ultrasound generation,
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but on the other hand long enough to allow external modu-
lation for generating a defined ultrasound frequency in the
MHz range, which is important for medical diagnostics. For
harmonic modulation in the MHz range several modulation
cycles can be employed within one laser pulse. For example,
the spectral width of frequently used ns pulses would be too
broad to produce doughnut beams in the way outlined in this
paper.

In our experiments we used a flashlamp-pumped tita-
nium sapphire laser tuned to a wavelength of 780 nm, which
delivers 10-ms pulses with a maximum pulse energy of 550
mJ at a maximum repetition rate of 20 Hz. Actually, for the
experiment reported here, no external modulation was ap-
plied, since the laser pulses are already intensity modulated
‘‘internally’’ due to the presence of relaxation oscillations
which are typical for pulsed titanium sapphire lasers. Figure
1 shows the temporal course of the laser intensity within one
pulse of the titanium sapphire laser~upper left graph!, mea-
sured with a fast photo diode. The temporal oscillations are
modulated with a center frequency of about 750 kHz, as
demonstrated by the corresponding power spectrum~upper
right graph!. Behind the absorber, the pressure amplitude of
the emitted ultrasonic wave was recorded with a hydrophone
needle in the water tank. The detected pressure pulse is plot-
ted in the lower left graph, and its corresponding power spec-
trum on the right side. The emerging ultrasonic wave has a
center frequency of 750 kHz, corresponding to a wavelength
of about 2 mm in water~the speed of sound in waterc being
roughly 1540 m/s!. In previous experiments we also gener-
ated other intensity modulation frequencies of the emitted
pulses by using a fast electro-optic modulator.

The absorbing material used in our experiment is silicon
gasket material~speed of sound roughly 1130 m/s!. The op-
tical penetration depth of the laser pulse into this material is
about 300mm. Due to the large area of the absorber that is
illuminated ~about 10 wavelength diameter, the wavelength
in silicon being roughly 1.5 mm! the stress confinement con-
dition is sufficiently satisfied. Thus the boundary conditions

for the generation of an ultrasonic wave are quasi-two-
dimensional.

III. GENERATION OF DOUGHNUT MODES

Helicoidal beams have zero intensity along the beam
axis. Their transverse cross section resembles a doughnut,
and thus they are sometimes called ‘‘doughnut modes.’’ In
optics doughnut modes emerge as mode solutions in cylin-
drically symmetric laser cavities. Since the wave equation
for pressure waves~d’Alembert equation! is of the same
form as that for scalar light fields24 the mathematics for
paraxial scalar light fields can be repeated for acoustical
fields. Within the paraxial approximation, propagating fields
can be expressed as a superposition ofeivt2 ikzup

m(r ,f,z),
and complex conjugate terms~with k andv being the wave-
vector eigenvalues and corresponding oscillation frequencies
v5ck). The so-called Laguerre–Gauss~LG! modes
up

m(r ,f,z) are solutions of the~scalar! paraxial wave equa-
tion ]2u/]x21]2u/]y222ik(]u/]z)50. In cylindrical co-
ordinates (r ,f,z) the LG modes are of the general form25,26

up
m~r ,f,z!5 f pm~r ,z!e2r 2/w~z!2

qumu/2Lp
umu~q!e2 imf ~1!

with Lp
umu denoting the generalized Laguerre polynomials

evaluated atq52r 2/w(z)2 with

w~z!5w0A11~z/zR!2. ~2!

Here w0 represents the beam waist@i.e., the radial distance
from the axis where the Gaussian in Eq.~1! has decreased to
1/e of its on-axis value in the focus located atz50] and
zR5pw0 /l the Rayleigh range~i.e., the distance from the
beam focus, where the beam area doubles!. The function

f pm~r ,z!5
cpmw0

w~z!
e2 i @kr2/2R~z!2C~z!#, ~3!

apart from a constantcpm , contains a phase factor describing
the wave front curvature, withR(z)5z(11(zR /z)2) denot-
ing the radius of curvature, and the Gouy phaseC(z)
5(2p1umu11)arctan(z/zR). For paraxial beams this phase
factor represents a small distortion of the wave front and can
be neglected.

Note that theonly dependence on the azimuthal anglef
is contained in the factoreimf, and that it is intricately con-
nected to the azimuthal mode indexm. Clearly this term
leads to a ‘‘chirality’’ in the phase front of the field form
Þ0. Therefore m is sometimes called ‘‘topological
charge.’’27 It can be shown thatm relates to the orbital an-
gular momentum of the higher-order LG fields.12 The sim-
plest such case is a doughnut mode withm561 andp50.
In a LG mode with a radial indexp the number of concentric
rings around the axis is given byp11, thus forp50 only
one ring is present.

Within the paraxial equation the wave front of a propa-
gating solutione2 ikzup

m(r ,f,z)}e2 ikz2 imf is approximately
given by k z1mf5const. For the doughnut casem561,
this leads to a ‘‘spiral stairs’’ wave front with a chirality
depending on the sign ofm. Within a fixed plane perpen-
dicular to the beam propagation direction the maximum of
the pressure amplitude moves on a circle.

FIG. 1. Laser and pressure pulse and respective power spectra.~a! Laser
pulse intensity distribution produced by the titanium sapphire laser.~b! Cor-
responding power spectrum of the laser pulse.~c! Pressure pulse that is
generated by the laser pulse shown in~a! via the optoacoustic effect.~d!
Corresponding power spectrum of the ultrasonic wave.
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This form of the wave front can straightforwardly be
taken as a starting point to experimentally create anultra-
sonic doughnut mode: To realize such an ultrasonic beam
one has to ‘‘imprint’’ a wave front that looks like the spiral
staircase. This can be achieved by embossing a screw dislo-
cation directly into the sound emitting optoacoustic absorber
surface, where the ultrasonic wave is generated, i.e., at the
side of the absorber which is illuminated. Thus the absorber
surface looks like the top view of a transversely cut helix. A
sketch of such an absorber, the direction of illumination and
the direction of the emitted ultrasonic wave is plotted in Fig.
2. Of course the pitch of the screw dislocation must suit the
wavelength of the ultrasound~satisfyinguzu/l5f/2p), i.e.,
the surface height of the absorber has to be of the formz
56lf/2p, which yields a pitch ofl for one full turn of the
screw of either chirality. There,l is the ultrasound wave-
length in the absorber material, i.e.,l52p cabsorber/v.

Besides this straightforward method to create a dough-
nut mode, in optics phase holograms are often used.10 How-
ever, this has the disadvantage that only the first diffraction
order has the desired beam shape. Finally we would like to
remark that another approach in optics to generate a helicoi-
dal beam is the use of diffractive optical elements~DOE!.28

They directly imprint the phase distribution necessary to
achieve a hollow beam to an incoming plane wave. Recently
the generation of an optical doughnut beam with a conver-
sion efficiency near 100% has been realized by the use of a
liquid-crystal display~LCD!.29 In analogy to a DOE, our
optoacoustic generation of sound emitted from a surface with
a screw dislocation could also be viewed as a DAE~Ref. 30!
to generate an acoustic ‘‘doughnut mode.’’

IV. EXPERIMENTAL RESULTS

To create the desired helicoidal surface, in our first-step
experiments we simply ‘‘stamped’’ an appropriately manu-
factured object made of PVC plastic directly into the light
absorber, i.e., black silicone gasket material, and let it dry
afterwards. According to Huygens’ principle, the surface re-
lief z5z(f) of the dried light absorber directly embosses the
desired phase relief on the wave front of the emitted ultra-
sonic field: the screw dislocation on the absorber leads to a
helicoidal ultrasonic wave propagating through a water tank.

The typical dark hollow in the middle of this ‘‘acoustical
doughnut’’ is formed by means of destructive interference on
the beam axis.

For the formation of an acceptable doughnut it is neces-
sary to shape the surface with an accuracy and smoothness
on the order of a tenth of the ultrasound wavelength~with
l'2 mm). Especially the singularity at the center of the
absorbing layer has to be very sharp. Since it turned out that
this posed the main problem in the production of such a
phase embossing layer, we decided to block the middle of the
laser beam, and thus the area with the most critical inaccu-
racies. This may seem like an ‘‘unintended’’ way to produce
a hollow beam, however, diffraction theory~and experimen-
tal evidence! tell us that blocking the middle of a beam,
optical or acoustical, doesnot lead to an intensity minimum
in the center over long distances.

Figure 3 sketches our experimental setup. The stamped
light absorber was illuminated with a laser beam expanded to
16 mm with a region of 6 mm diameter in its center being
blocked due to the reasons mentioned above. The ultrasonic
field distribution was measured by scanning a PVDF hydro-
phone needle with an active element of 0.4 mm diameter,
controlled by a two-dimensional scanning stage, inside the
water tank in a plane parallel to the absorbing layer. The
increment in both scan directions was 2 mm and the mea-
sured values were averaged 20 times.

The ultrasonic field distributions shown in Fig. 4~upper
graphics! was recorded in four different planes which were
perpendicular to the propagation direction of the acoustic
wave and located at four different distances behind the ab-
sorbing layer~30, 60, 90, 120 mm!. The estimated extension
of the near field is about 50 mm. Thus our measurements
cover the whole wave propagation regimes between Krich-
hoff ~near field!, Fresnel~mid field! and Frauenhofer~far
field!. In all of the four planes we found a minimum of the
amplitude in the center of the ultrasonic beam. Since the
propagation of the optical vortex in a doughnut beam is simi-
lar to the propagation of a TEM00 beam,25,27 the diameter of
the dark spot increases linearly with increasing distance from

FIG. 2. Sketch of the helicoidal surface and the illumination geometry for
creating an acoustic helicoidal beam. The surface of an absorbing material
which is illuminated by the laser light has a profile which corresponds to the
cross sectional area of a helix. The acoustic wave is detected behind the
other ~not illuminated! side of the absorber, which is plane.

FIG. 3. Schematic drawing of the experimental setup. The intensity modu-
lated laser beam is expanded and illuminates a structured absorbing surface
in a water tank. A circular area with a diameter of 6 mm at the center of the
expanded laser beam is blocked by a disk just in front of the absorber in
order to avoid artifacts at the strong phase gradient in this area. At the
absorbing layer inside the water tank an ultrasonic wave is produced via the
optoacoustic effect. At a certain distance behind the absorber within a plane
perpendicular to the propagation direction of the sound wave the ultrasonic
field is recorded using a spatially scanning PVDF needle hydrophone.
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the absorbing layer. The deviation from the ideal circular
shape is due to inaccuracies of the silicone surface which are
on the order of 0.2 mm, and to small inhomogeneities in the
profile of the expanded laser beam~‘‘top hat’’ profile with
small inhomogeneities!. For comparison, in Fig. 4 we also
show measurements of the ultrasonic field produced by a
plane absorbing layer~without a screw dislocation! illumi-
nated by the same laser beam with its center blocked as
before. Clearly, no central dark spot in the middle is formed
in this case. In Fig. 5 the measured width of the pressure
amplitude minima~full width at half maximum! is plotted as

a function of the beam propagation length. The linear in-
crease of the beam width is in full accordance with the be-
havior expected from Eq.~2!, i.e., with the assumption that
the width of the pressure minimum increases at the same rate
as the width of a TEM00 Gaussian beam.

V. SUMMARY AND OUTLOOK

We have presented a new way of generating helicoidal
acoustical fields using the optoacoustic effect. This method
of creating an ‘‘ultrasonic doughnut’’ combines the advan-
tages of contact-free ultrasound generation with all the op-
tions present in an acoustic field that carries orbital angular
momentum, and could thus turn into a versatile tool to ma-
nipulate small particles.

For future work we hope to further develop the optoa-
coustic generation of helicoidal acoustic beams. Adopting
the ‘‘hardware approach,’’ the production of silicone absorb-
ers can doubtlessly be improved; we are still investigating
various materials and relief-shaping processes.

Alternatively, in the ‘‘software approach,’’ we are cur-
rently developing a procedure using holographic methods in-
cluding a LCD spatial light modulator to generate pre-
selectable ultrasonic patterns including doughnut beams.19

For instance, one can feed so-called ‘‘kinoform’’31 phase
holograms into the LCD and project the light transmitted by
the LCD~carrying the phase information for the optoacoustic
sound wave generation! to an entirely flat absorbing layer
inside a water tank. Thereby the desired acoustic phase dis-
tribution is directly generated at the absorber surface and a
100% diffraction efficiency should be possible. The central
key point to achieve this is to usepolarization modulated
light for illumination of the LCD ~without entrance polar-
izer!, rather than intensity modulated light as before. In pre-
liminary work we have already proven the feasibility of such
a procedure by creating phase gratings with a programmed
grating constant by means of computer-generated phase ho-
lograms on the LCD. In such a setup the ultrasound fre-
quency can be adjusted by the choice of the polarization
modulation frequency, and the spatial pattern displayed on
the LCD screen determines the spatial phase pattern of the
sound wave. This allows one to choose the parameters for
the generated acoustic intensity distribution in a wide range.
Using an LCD also offers the possibility of changing the
emitted sound wave properties at video rate, e.g., it is pos-
sible to scan the ultrasonic beam, or to quickly switch from
doughnut to ‘‘normal’’ beam profiles. Thus it might be pos-
sible to guide particles with sound by sweeping the field
parameters~e.g., frequency or spatial mode! of the trapping
ultrasonic field.
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FIG. 4. Spatial development of the ultrasonic pressure field in the water
tank. The upper part of the figure shows the field distribution created at
different distances behind the absorber with the imprinted screw dislocation.
The direction of illumination is indicated by arrows. Scans were taken in
planes 30, 60, 90, and 120 mm behind the absorbing layer. The gray levels
are proportional to the measured pressure amplitude~note that the ultrasonic
intensity contrastwould be more pronounced!. The maximum pressure am-
plitude is about 10 kPa. The first planes of the graph sketches the surface
profile of the corresponding absorbing layer. The doughnut mode measured
at the shortest distance from the absorber~first data plane! has an extremely
sharp localized minimum in its center, which is only poorly resolved, since
it corresponds only to one single central pixel of the measured data. The
lower part of the figure shows the results of a control experiment, where the
laser beam illuminated a plane absorber~without screw dislocation!, again
with an area of 6 mm blocked at its center. Data were recorded under the
same conditions and at the same locations as in the previous experiment.
Clearly, there is no pressure minimum in the center.

FIG. 5. Width of the central pressure minima of the acoustic doughnut beam
~full width at half maximum! measured at different distances from the ab-
sorber. The straight line sketches the behavior expected from Eq.~2!. The
experimental results are in good agreement with the theoretical behavior for
a LG mode withm51.
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The increased sensitivity of hearing aids to feedback as a telephone handset is brought near has been
studied experimentally and numerically. For the measurements, three different hearing aids were
modified so that the open-loop transfer function could be measured. They were mounted in the pinna
of a mannikin and the change in open-loop transfer function determined as a function of handset
proximity. Increases of over 20 dB were observed, most of this change occurring within the first 10
mm of separation between pinna and handset. Numerical calculations performed using a boundary
element technique were in good agreement with the measurements.@DOI: 10.1121/1.1643358#
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I. INTRODUCTION

Acoustical feedback in hearing aids can limit their per-
formance and utility.1,2 Typically, there is sound leakage
mainly through a vent in the hearing aid mold, back to the
microphone port—this feedback signal, if too large, can re-
sult in a howling or squeal of the aid when the Nyquist
stability criterion is violated at one or more frequencies. The
vent is generally necessary to reduce the occlusion effect.3

However, the possibility of feedback howl can limit the
amount of gain that can be put into the hearing aid.4–7 Gain
margins of 3–6 dB are typical in practice.8,9

The acoustical feedback can be characterized by the
‘‘open-loop transfer function,’’ the gain of an acoustical sig-
nal in its round trip through the hearing aid and back to the
microphone.10,11 This function will be discussed more thor-
oughly later in this article.

Even with a carefully maximized gain setting, a hearing
aid can still exhibit feedback howl. The presence of an exte-
rior object, such as a telephone handset, can increase the
feedback signal at the microphone port through reflection or
diffraction of sound, what we will refer to as the proximity
effect. Hellgrenet al.12 have investigated this increase in the
open-loop transfer function in the case of several exterior
objects and for three hearing aid categories: behind the ear
~BTE!, in the ear~ITE!, and in the canal~ITC!. A nearby
wall, the hearing aid user’s hand, hats, and another nearby
person were all found to induce a proximity effect. It was
found, though, that a telephone handset typically yielded the
most dramatic increase in hearing aid feedback. For a BTE-
type hearing aid, the presence of a handset led to a maximum
increase in open-loop transfer function in the 2–5-kHz fre-
quency range of 14 dB on human subjects and 11 dB on a
mannikin. Similarly, increases of 17 dB were observed for an
ITE-type hearing aid. Hearing aid dispensers need to be
aware of the magnitude of the proximity effect when they
prescribe gain targets.

One thing missing from the Hellgrenet al. studies is a
quantification of the proximity effect, the dependence of the
effect on the physical distance between pinna and reflecting
object. The objective of the present study was to fill in this

missing information, through both measurements and nu-
merical simulation.

Feedback cancellation methods are often employed in
hearing aids to reduce the acoustical feedback.13 Knowledge
of the open-loop transfer function and how it varies with
proximity of a telephone handset is important if a robust and
effective cancellation is to be achieved. A comprehensive
study of all the factors that might affect the proximity effect
is beyond the scope of this report. We will present results for
three different types of hearing aids, making use of represen-
tative pinnae, a single telephone handset, and a typical ori-
entation and trajectory for the handset. A limited number of
additional measurements will be presented to discuss the ef-
fect of vent diameter and sensitivity to orientation of the
handset.

In Sec. II, acoustical feedback will be discussed and the
key descriptor, the open-loop transfer function, described.
Section III will present the experimental approach used for
determining the open-loop transfer function and Sec. IV will
report the measured results. A numerical approach for the
calculation of open-loop transfer functions will be discussed
in Sec. V. Numerical results for an ITC aid and a comparison
to experiment will follow in Sec. VI.

II. FEEDBACK IN HEARING AIDS

The sketch in Fig. 1 illustrates some of the mechanisms
by which acoustical feedback can occur in hearing aids. An
incident sound pressurepi is received at the microphone
port. The electrical signal produced by the microphone, in
response, is passed on to the receiver~intermediate electron-
ics ignored, for now! which produces an acoustical signalpec

at the receiver point in the ear canal. Some of this signal can
get back to the inlet port of the microphone. One of the main
routes, and the one considered in detail in this article, is
through the hearing aid vent. This opening is necessary to
reduce the sensations of a static pressure and the presence of
the occlusion effect.3 Other feedback paths exist, however.
There can be leakage between the hearing aid mold and the
wearer’s ear canal or leakage through the shell of the hearinga!Electronic mail: mike.stinson@nrc-cnrc.gc.ca
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aid back to the microphone port. Electrical or mechanical
coupling between receiver and microphone can lead to re-
sponses being generated by the microphone without an ac-
tual sound pressure being generated at the microphone port:
we can treat these feedback paths as producingeffective
sound pressures at the microphone port. If we consider all
feedback contributions collectively as giving a sound pres-
surepfb at the microphone port, then we have a total sound
pressure

pT5pi1pfb ~1!

at the microphone.
The overall gainG of the feedback system relates the

feedback signal to the signal at the microphone port: this
‘‘open-loop transfer function’’ is defined through

pfb5GpT , ~2!

assuming a linear system. This gain function depends on the
overall amplification of the hearing aid, the acoustics of the
ear canal, the nature of the acoustical leakage~including, in
particular, the vent diameter and length!, and the diffractive
and reflective behavior of the handset and pinna. Combining
Eqs.~1! and ~2!, we can write

pT5pi /~12G!. ~3!

For relatively small gain, the total pressure is not much dif-
ferent than the initial, incident pressure. However, for gains
that approach unity, the total pressure can become very much
larger. The signal delivered to the ear canal is correspond-
ingly large. The behavior of the system, for gains that ap-
proach or exceed unity, is more properly assessed within the
context of stability analysis. According to Nyquist,14 feed-
back howl can occur at frequencies for which the magnitude
and phase of the gain functionG satisfy the following
criteria:

uGu>1, ~4a!

/G50. ~4b!

Under these conditions, the input signalpi can be zero and
howling can still occur spontaneously. As will be seen later,

it is possible for these criteria to be met at more than one
frequency.

III. MEASUREMENT PROCEDURE

Figure 2~a! shows the basic electrical/acoustical circuit
representation of the linear hearing aid of Fig. 1, with no
input signal. This is the closed-loop condition. The electron-
ics of these hearing aids can be simply represented as two
stages of amplification,Gm associated with the microphone
andGr associated with the receiver. The total feedback gain
G is

G5smGmGrsrTfb , ~5!

wheresm andsr are the sensitivities of the microphone and
receiver~in units of V/Pa and Pa/V, respectively!. Tfb is the
acoustical transfer function that describes the propagation of
sound from the ear canal through vent to microphone port,
according to

Tfb5pfb /pec. ~6!

It will be affected by any change in the acoustical environ-
ment in which the hearing aid is situated. Of particular inter-
est here is the change inTfb , and henceG, that results from
a change in the separation between hearing aid and a tele-
phone handset. We refer to this change as theproximity ef-
fect.

To determineG directly, the feedback path needs to be
broken. The hearing aids under study were modified: the
inner circuit path was split and leads brought out, as indi-
cated in Fig. 2~b!. Then, applying an electrical signalVin to
the lead on the receiver side of the split, a voltageVout can be
measured on the microphone lead. These voltages are related
by

FIG. 1. Sketch of a hearing aid showing some of the paths of feedback by
which an acoustical signal can get back to the microphone. The main path
considered here is through the vent but the leakage path~dashed lines!,
between hearing aid and wall of the ear canal, can be important also. Vibra-
tional and electromagnetic coupling from receiver to microphone is possible
~jagged line! but was not observed.

FIG. 2. Schematic representation of a linear hearing aid, showing~a! the
closed-loop condition and~b! the open-loop condition. For measurement of
the open-loop transfer function, a voltageVin is input into the receiver stage
of the aid and the resulting voltageVout after the microphone stage deter-
mined.
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Vout5GrsrTfbsmGmVin , ~7!

and therefore the open-loop transfer function is simply the
ratio of voltages, i.e.,

G5Vout/Vin . ~8!

The measurements of open-loop transfer function were
made using a Knowles Ear Manikin~KEMAR! mounted on a
rigid post, as shown in Fig. 3. The hearing aid was installed
in the artificial pinna of the mannikin, with the leads brought
out to the electrical measurement apparatus. A Stanford Re-
search SRT 785 analyzer provided the electrical input to the
receivers and accepted the output from the hearing aid mi-
crophones. Stepped tones~1024 points!, logarithmically
spaced between 200 Hz and 10 kHz, were used in the mea-
surements. The telephone handset could be accurately and
repeatably positioned near the hearing aid to better than 0.5
mm using a motorized translation stage. The motion was
perpendicular to the midplane of the mannikin. The use of
narrow, rigid booms to connect handset to translation stage
reduced the effects of scattering. Measurements were done in
an Eckel anechoic chamber having tip-to-tip dimensions of
3.433.835.8 m. The chamber wedges were designed to
have a low-frequency cutoff of no more than 80 Hz and
measurements to commission the chamber confirmed that it
is anechoic down to frequencies of about 100 Hz.

The hearing aids were fit individually to artificial pinnae.
The shell of the BTE aid was fit to a Knowles DE-065 pinna.
These were mounted on a DB-100 occluded ear simulator
~Zwislocki style! via a DB-050 ‘‘canal extension.’’ The shells
of the ITE and ITC aids were each fit to a DB-090 pinna~a
DB-056 canal extension was in place during the casting, then
removed afterward!. They were mounted on the occluded ear
simulator via the DB-055 canal extension, as sketched in Fig.
4. This adapter has an internal O-ring to provide an acousti-
cal seal. Although this arrangement of pinna and ear simula-
tor gives a good approximation to the human external ear, it
is noted that the properties of skin and flesh are not accom-
modated. An Etymotic ER-11 microphone, at the inner end

of the simulator, is available to give a measurement of the
internal, ‘‘ear canal’’ pressure. The quoted sensitivity of242
dB ~re 1 V/microbar! was used to convert the microphone
output voltage to sound pressure; the phase component of the
sensitivity was assumed to be zero.

A positioning jig was constructed so that the handset
could be placed near the pinna in a repeatable fashion. Be-
fore a measurement run, the pinna was removed and this jig
screwed into the mannikin in its place. The handset was
placed in this guide and the bolts holding it onto the boom
locked in place. This handset position is defined as the 0-mm
position. After then translating the handset back away from
the mannikin, the positioning jig was removed and the pinna
with hearing aid put back in place. In this way, the handset
could be oriented next to the pinna consistently, to better
than 0.5° and 0.5 mm. The orientation was our best approxi-
mation to what seemed like a typical use. In Fig. 3, a refer-
ence arrow has been included across the face of the handset.
For the measurements, this arrow makes an angle of 12° with
the horizontal plane and 32° with the sagittal plane; the
handset has a roll of 10° about the arrow. When the handset
was translated back to the 0-mm position, it just touched or
compressed slightly the posterior aspect of the pinna, mid-
way up its vertical extent, and the mouthpiece was approxi-
mately 10 mm from the lips of the mannikin.

For the following measurements of proximity effect,
handset positions are the distances moved laterally away
from the pinna. This movement provides a good approxima-
tion to a typical orientation and trajectory for a handset and
is easily implemented by the motorized translation stage.
Measurements were made at various fixed handset positions
between 0 and 130 mm. Measurements were also made with
the handset not present. Although the lateral movement is
expected to provide a good characterization of the proximity
effect, a few additional measurements and calculations were
performed in the case of the ITC aid to get a sense of the
sensitivity to the orientation of the handset.

Both the vent diameter and length will affect the open-
loop response of the hearing aid. However, the intention in
this work was not to study how this function changed with

FIG. 3. The experimental approach to measure the proximity effect. The
hearing aid is mounted in the pinna of a mannikin, with leads available for
determination of the open-loop transfer function. The telephone handset is
attached to a rigid boom, its position controlled by a translation stage under
computer control. The proximity effect is the change in open-loop transfer
function as the handset approaches the pinna. The arrow running along the
face of the handset is used in the text to describe the orientation of the
handset.

FIG. 4. Detailed sketch of the mounting of the hearing aid. The hearing aid
mold has been cast to fit the pinna supplied with the mannikin. An O-ring
provides the acoustical seal. Inside, a Zwislocki coupler provides an acous-
tical load representative of that in the human ear canal. A microphone at the
inner end of the coupler measures the ear canal sound pressure.
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vent diameter, length or other parameters—the interest is in
the proximity effect, i.e., thechangein the open-loop trans-
fer function as a telephone handset is moved near the pinna.
A reasonable change in vent diameter or length is not ex-
pected to significantly affect the reported proximity effect
results. Nonetheless, a limited number of measurements were
made with different vent diameters in the case of the ITC aid.

IV. MEASUREMENTS

Measurements were made using three different hearing
aids, obtained from and modified for these experiments by
Unitron Hearing. The aids provide a representative sampling,
one being a BTE aid, another, an ITE aid, and the third, an
ITC aid. A summary is provided in Table I. For those aids
with a gain control, a setting of maximum gain was used.
Preliminary tests were performed, with the aids in the open-
loop condition, to determine the linear range of operation of
receivers and microphones. For the receiver, different input
voltages were applied and the resulting ear canal pressures
observed using the coupler microphone; for the microphone,
a mouth simulator was used to produce different incident
sound pressures at the front of the hearing aid and the mi-
crophone output voltages observed. In the measurements of
open-loop transfer function, an input voltage of 14 mV rms
to the receiver was used, low enough that clipping by the
receivers and microphones was generally avoided. Acousti-
cal leakage was a major concern. It was found that measure-
ments could be corrupted by leakage of sound through the
O-ring seal through which the hearing aid mold passed with
just relatively slight adjustments of the position of the aid. A
test procedure was adopted to ensure that there was no leak-
age immediately prior to and after a test run: the response of
the hearing aid microphone to a signal input at the receiver
was compared with the vent first open and then sealed with
plasticene. It was required that the response in the sealed
case be 15–20 dB less at all frequencies up to 6 kHz. The
face of the handset was sealed as well, to minimize acousti-
cal absorption at the earpiece.

A. ITC hearing aid

In Fig. 5, the measured open-loop transfer function is
shown for the ITC hearing aid. Both magnitude and phase
are shown as functions of frequency for several handset po-
sitions. Below 3 kHz, the magnitude is greatest for the curve
labeled 0 mm, i.e., the handset is immediately adjacent to the
pinna. As the handset is moved laterally away from the pinna
and head, the open-loop transfer function drops. Most of this
drop occurs in the first 10 mm of displacement away from

the pinna; indeed, the curves determined at handset positions
20, 50, and 100 mm are quite similar. Measurements made at
130 mm and with the handset not present~not shown! are
indistinguishable from the 100-mm measurements.

The proximity effect can be observed more clearly if
difference curves are plotted. Since the measurements show
that the 100 mm is about the minimum distance from the
pinna at which the open-loop transfer function no longer
decreases, we use the results obtained for the 100-mm posi-
tion as a reference and compute the difference between this
and the results for the other handset positions. Using this
procedure, the structure in the curves of Fig. 5 due to the
frequency responses of microphone, receiver, and feedback
path is removed, leaving the effect due to handset proximity.
For this ITC aid, the proximity effect is shown in Fig. 6. It is
clear that the presence of the telephone handset increases the
feedback signal by nearly 20 dB at 2.5 kHz. At higher fre-
quencies, a more complicated effect is observed, due to in-
terference between the acoustic signals reaching the micro-
phone port directly from the vent and by reflection off the
surface of the handset.

The Nyquist criterion was investigated for this hearing
aid. The two electrical leads were shorted, with the handset

TABLE I. Details of the three hearing aids used in the experiments. The hearing aids~obtained from and
modified by Unitron Hearing! contain Knowles microphones and receivers.

Model Type Microphone Receiver

Vent
diameter

~mm!
Vent length

~mm!

Vista canal, class D linear ITC EM-4346cx BK-1615 2.4 11
Vista full-shell, power B
linear

ITE EM-4346cx EP-4107 2.4 20.5

ICON AoHP BTE EK-3032 CK-3122 2 21.5

FIG. 5. Measured open-loop transfer function for an ITC hearing aid. Mag-
nitude is shown in the upper panel, phase in the lower panel. The different
curves correspond to different positions of the telephone handset. For the
0-mm curve, the handset is just touching or slightly compressing the pinna.
For the other curves, the label gives the distance through which the handset
is moved laterally away from the pinna. Significant differences between the
curves are evident, particularly in the 0–10-mm range. After a 50-mm sepa-
ration has been reached, little subsequent change is observed below 4 kHz.
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in the 0-mm position, and feedback howl occurred. The mea-
sured response at the ear canal microphone is shown in the
bottom panel of Fig. 7. A very large peak is seen just below
3 kHz ~as well as a harmonic just below 6 kHz!. The upper
two panels of this figure show the corresponding open-loop
transfer function, magnitude and phase, for this handset

position—these are the 0-mm results already shown in Fig.
5. The magnitude exceeds 0 dB for frequencies between 500
Hz and 4 kHz. Within this range, there are two zero crossings
of the phase function, one at 1.1 kHz, the other at 3 kHz.
These are, then, the possible frequencies of feedback howl
according to the Nyquist criterion. In this example, the sys-
tem oscillates at the zero-crossing frequency for which the
magnitude is greater. To avoid feedback oscillation, the sys-
tem gain would have to be reduced by 18 dB. It was also
verified that feedback oscillation occurred at the lower zero-
crossing frequency when the open-loop response was low-
pass filtered to remove the frequencies above 2500 Hz.

For this hearing aid, the gain is sufficiently high that,
even when no handset is present, acoustical feedback howl
occurred spontaneously. These tests and others have con-
firmed the appropriateness of the Nyquist criterion. Strictly,
the amplication by the microphone and receiver (Gm and
Gr) may change at high voltage levels, when one or both
enter a nonlinear regime of operation during howling. As
well, there could be impedance loading effects with the mea-
surement apparatus.

The open-loop response of this hearing aid was also
measured with vent diameters of 1.6, 1.14, and 0.51 mm. The
vent diameter was reduced by using Unitron’s Selectavent D
insert kit. In the case of the 1.6- and 1.14-mm vent diam-
eters, the magnitude of the open-loop response decreases
slightly, but the overall shape of the curves, and hence also
the difference curves~the proximity effect!, remain essen-
tially unchanged. In the case of the 0.51-mm vent diameter,
though, the measured response curve is noticeably altered at
frequencies below 2 kHz. A detailed study of the effect of
very small vent diameters on the proximity effect is beyond
the scope of this work and was not pursued further.

B. ITE hearing aid

The measured open-loop transfer functions for the ITE
hearing aid are shown in Fig. 8. The general behavior is
similar to that observed for the ITC aid. The effect of the

FIG. 6. The proximity effect for the ITC hearing aid. The change in open-
loop transfer function, using the 100-mm curve of Fig. 5 as a reference, is
plotted. An increase of 20 dB is evident as the handset approaches the pinna.
This increase represents the additional burden placed on any feedback re-
duction technique built into the aid.

FIG. 7. Examination of the Nyquist criterion for feedback howl. The top
two panels show the measured open-loop transfer function for the ITC hear-
ing aid with the handset in the 0-mm position. According to the criterion,
feedback howl can occur when the magnitude of the open-loop transfer
function exceeds unity~0 dB! and its phase is zero. There are two possible
frequencies of feedback howl, indicated by the vertical arrows. When the
measurement leads are reconnected, see Fig. 2~a!, howl occurs as evidenced
by the sound pressure measured by the ear canal microphone shown in the
bottom panel. The sharp peak near 3 kHz corresponds to the possible fre-
quency of howl having the greatest magnitude.

FIG. 8. Measured open-loop transfer function for the ITE hearing aid. The
different curves correspond to the different handset positions.
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handset is most apparent when it is within 10 mm of the
pinna. With a separation of 20 mm or more, the change in
open-loop transfer function is small. We note that the mea-
surement for the 0-mm position shows a peak between 3 and
3.3 kHz that is somewhat flattened: the acoustical feedback
is sufficiently large that clipping is beginning to occur in the
microphone.

The magnitude of the open-loop transfer function ex-
ceeds 0 dB for all curves between 400 Hz and 3.7 kHz, so
the first part of the Nyquist criterion, Eq. 4~a!, is satisfied.
Within this range of frequencies, the phase component of
each open-loop transfer function is seen to cross zero more
than once, each crossing satisfying Eq. 4~b!, the second part
of the Nyquist criterion. For each handset position, there are
actually three frequencies at which feedback howl can occur.
One frequency is near 500 Hz, another is just below 2 kHz,
and the third lies somewhere between 3.2 and 4.3 kHz~and
depends on the handset position!.

The proximity effect, with differences calculated relative
to the 100-mm result, is shown more clearly in Fig. 9. The
maximum value of the effect is 22 dB, somewhat larger than
for the ITC aid. Although the vent length of this aid is about
twice that of the ITC aid~see Table I!, the overall shape of
the curves is quite similar to the curves shown in Fig. 6.
Measurements made at 130 mm and with the handset
not present were indistinguishable from the 100-mm
measurements.

C. BTE hearing aid

We show in Fig. 10 the measured open-loop transfer
functions for the BTE hearing aid. These functions are quite
different than those shown in Figs. 5 and 8: with the micro-
phone located near the top of the pinna, the direct and re-
flected acoustical paths from vent to microphone port are
different than for the ITC and ITE aids. Still, there is a simi-
lar progression as the separation between pinna and handset
is varied.

The magnitude of the open-loop transfer function, for
this hearing aid, is considerably less than for the other two
hearing aids. For some handset positions the Nyquist crite-
rion is not met; for others it is only met marginally.

The proximity effect is more clearly seen by computing
differences, relative to the 100-mm curve. The magnitude of
the proximity effect, shown in Fig. 11, reaches 20 dB and is
comparable to that of the other two hearing aids. For this
BTE aid, there are significant changes in open-loop transfer
function as the handset moves between the 20- and 100-mm
positions. Measurements made at 130 mm and with the
handset not present~not shown here! were essentially the
same as the 100-mm measurements, up to 1.5 kHz. At higher
frequencies, though, there were differences of up to 2 or 3
dB: the effect of the handset is not confined to a limited
range of motion as for the ITC and ITE hearing aids.

FIG. 9. Proximity effect for the ITE hearing aid. The change in open-loop
transfer function, using the 100-mm curve of Fig. 8 as a reference, is plotted.
The effect exceeds 20 dB at 3 kHz.

FIG. 10. Measured open-loop transfer function for the BTE hearing aid.

FIG. 11. Proximity effect for the BTE hearing aid. The change in open-loop
transfer function, using the 100-mm curve of Fig. 10 as a reference, is
plotted. The effect reaches 20 dB at 3 kHz.
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V. NUMERICAL MODELING PROCEDURE

In parallel with the measurements, numerical computa-
tion of the proximity effect was performed. A boundary ele-
ment calculation was used to obtain the sound field radiated
from the vent. The calculated change in sound pressure at the
microphone position for different positions of the handset
yields the numerical prediction for the proximity effect.
Three-dimensional images of the system~mannikin with
hearing aid and handset, separately! were used to construct a
mesh suitable for a boundary element calculation. The ITC
aid was chosen for the modeling since it was expected to be
the most challenging numerically of the three aids, because
of the close proximity of vent, microphone port, and handset.

Figure 12~a! shows the three-dimensional image of the
mannikin, with the ITC hearing aid installed, obtained using
an in-house laser scanning system.15 Nearly 350 000 triangu-
lar surface elements comprise this mesh. For a boundary el-
ement calculation, the computation time would be enormous.
This number of elements is unnecessarily large: a common
guideline is to use elements with linear dimensionl/8, where
l is the wavelength corresponding to the highest frequency
of interest. Several stages of simplication were implemented.
First, we made use of the editing capabilities of the Innov-
Metric software used for the laser imaging. The left pinna
and the lower half of the torso were removed and the mesh
resolution decreased. The total number of elements was re-
duced to about 30 000. However, there was considerable
variability in the size of the elements, flat areas having quite
large elements—this is appropriate for visualization pur-
poses, but not suitable for an acoustical boundary element
calculation. At this point, the vent is imaged down several
mm into the hearing aid. HyperMesh, a finite element pre-
and post-processing application, was used to remove these
inner elements and patch over the outlet plane. The next
stage was a mesh coarsening procedure to reform the mesh
into a smaller number of larger elements. In this procedure,
similar to that used by Kahana,16 small elements having sides

less than 7 mm are removed by an ‘‘edge collapse’’ process:
The two nodes defining the edge between a target element
and the adjacent element are moved together to become a
single node—both elements disappear. The formed node is
not necessarily at the midpoint between the two original
nodes. We select a position normal to the edge, either out
from the surface or into the surface, such that the volume
change incurred by the edge collapse is identically zero.
Checks are in place to ensure that no edge collapses are
made if the orientation of the remaining elements is changed
by more than 10°. The mesh coarsening procedure is applied
systematically to all the elements of the mesh. In the process,
some considerably larger elements are formed. Elements
having sides greater than 14 mm are then split. Elements that
are too obtuse, defined as having an angle greater than or
equal to 152°, are also split. Several passes through the data
set were made, collapsing and splitting, until no further
changes were observed. The final mesh contains 9690 trian-
gular elements~4847 nodes!. The average element side is
about 10 mm. Reliable sound field calculations are obtained
for frequencies up to and including 5 kHz.

The handset was treated in a similar fashion. The three-
dimensional laser-scanned image is shown in Fig. 12~b!. It
contains approximately 260 000 elements. The small holes at
the earpiece and mouthpiece were first removed. Then, the
mesh coarsening procedure applied to obtain a final mesh
with 944 elements~474 nodes!.

The handset mesh is moved and oriented next to the
mannikin mesh, using HyperMesh, to match the experimen-
tal configurations. In Fig. 13, we show the total mesh for the
handset in the 50-mm position. Most elements are seen to be
approximately equilateral. A close-up view of the pinna is
shown in Fig. 14. The detailed shape of the pinna and the
hearing aid, with leads exiting, is evident. These elements
tend to be quite a bit smaller than those forming the other
sections of the mannikin. Our restriction that element orien-
tation not change by more than 10° led to many small ele-

FIG. 12. The three-dimensional visualization obtained from the laser scans
made of~a! mannikin with ITC hearing aid mounted in pinna and~b! hand-
set used in the proximity experiments. The data for the mannikin correspond
to approximately 350 000 triangular elements. The data for the handset cor-
respond to approximately 260 000 elements. These meshes were the starting
point for the boundary element calculation of the proximity effect.

FIG. 13. The mesh actually used for the boundary element calculations. A
‘‘mesh coarsening’’ of the data shown in Fig. 12 reduced the number of
elements to 9690 elements, for the mannikin part, and to 944, for the hand-
set portion. The triangular elements generally did not exceed 14 mm in any
dimension.
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ments being preserved. This result turns out to be useful.
There will be rapid changes of the sound field in the vicinity
of the vent, so small elements having sides comparable in
size or smaller than the vent are necessary locally. Shaw and
Teranishi17 and, more recently, Nelson and Kahana18 have
shown that the small details of pinna structure can have a
significant effect on the local sound fields, so the use of
elements considerably smaller than the usuall/8 specifica-
tion was accepted. The vent is highlighted in Fig. 14 as the
darker area in the upper-right quadrant of the aid. The mi-
crophone position is near the bottom of the aid, as viewed,
about 2 mm below and to the right of the leads.

Sound field calculations were made using theSYSNOISE

computational package, selecting the BEM Direct module.
The seven elements forming the vent~total surface area of
7.4 mm2! were assigned a nominal velocity of 1 m/s and the
radiated sound field computed. The sound pressure at the
position of the microphone port was picked out of the data.

To enable comparison of the calculations to the mea-
surements, the assumed vent velocity must be related to the
output of the receiver. As shown in the Appendix, the actual
volume velocityuv at the exit side of the vent is given by

uv5
pec

W11Zrad1W12
,

whereZrad5pv /uv is the radiation impedance at the vent exit
~obtained from the boundary element calculation!, andW11

and W12 are elements of a transfer matrix, defined in Eq.
~A1!, that describes the acoustical propagation through the
vent. The boundary element calculations, obtained usinguv
51, are scaled to match this volume velocity computed us-
ing the measuredpec.

VI. NUMERICAL RESULTS

The calculated sound pressure at the microphone posi-
tion is shown in Fig. 15. Both magnitude and phase compo-
nents are shown, as the open circles, for frequencies between

200 Hz and 5 kHz. The same qualitative behavior is evident
here as was observed for the measured open-loop transfer
function shown in Fig. 5 for the ITC hearing aid. The micro-
phone pressure varies as the handset position changes. Most
of the change occurs as the handset moves between the 0-
and 10-mm positions. The changes are more evident if we
plot difference curves. The 100-mm calculation is used as a
reference and is subtracted from the responses obtained for
the other handset locations. This is shown in Fig. 16. The
effect of handset proximity reaches 20 dB.

The calculated pressures in Fig. 15 cannot be compared
directly to the open-loop transfer functions in Fig. 5. We
would need to include in the calculations the sensitivity of

FIG. 14. Close-up view of the boundary element mesh representing the
pinna and hearing aid. Much smaller elements were retained so that the
detailed geometry near the hearing aid would be preserved. The vent of the
hearing aid is shown as the darker elements in the upper quadrant of the aid.

FIG. 15. Calculated sound pressures at the microphone position of the ITC
hearing aid, for constant velocity of the elements representing the outlet of
the vent. Magnitude and phase of the pressure are shown in the upper and
lower panels, respectively. The labeled positions of the handset correspond
as nearly as possible to positions used in the experiments.

FIG. 16. Calculated proximity effect for the ITC hearing aid. The 100-mm
curve of Fig. 15 is used as a reference to determine the change in sound
pressure as handset approaches the pinna. This change corresponds directly
to the measured change in open-loop transfer function. The proximity effect
reaches 20 dB at about 3 kHz.
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the microphone and the amplification associated with the mi-
crophone~thesm andGm of Fig. 2! as well as a calibration of
the ear canal microphone. Measurement of these functions,
including both magnitude and phase, is nontrivial. Our goal
in this report is to study thechangesin response as a handset
moves, i.e., difference curves are the desired result. The dif-
ference curves shown in Fig. 16canbe compared directly to
the difference curves shown in Fig. 6. Both show the prox-
imity effect. In Fig. 17, this comparison is made explicitly
for three handset positions: the open circles show the calcu-
lated proximity effect, the dashed line, the measured effect.
Agreement is quite good. The discrepancies are believed to
be due to handset orientation and position not being exactly
the same in simulations and measurements. The curves of
Fig. 5 demonstrate the importance of getting the same 0-mm
position for experiment and calculations—a 1-mm difference
leads to a frequency-dependent difference in response of up
to 2 dB. Additional measurements and calculations were per-
formed to get a sense of the sensitivity to orientation. A
downward translation of the handset resulted in a nearly lin-
ear drop in the open-loop transfer function over most of the
frequencies of interest, with a 3-dB drop after a downward
translation of 10 mm. Changes in angular position of 5°, e.g.,
a roll about the long axis of the handset, led to frequency-
dependent changes of up to 1 dB. These sensitivities to po-
sition and orientation would be expected to be most impor-
tant when the handset is immediately adjacent to the pinna
containing the hearing aid, i.e., the 0-mm position.

VII. CONCLUSIONS

The presence of a telephone handset increases the acous-
tical feedback signal reaching the microphone of a hearing
aid, increasing the possibility of feedback howl. This effect
has been determined experimentally by measurement of the
open-loop transfer function for hearing aids mounted in a
mannikin. The increase in open-loop transfer function due to
the presence of the handset, what we have termed the prox-
imity effect, can be more than 20 dB. Three types of hearing

aids were investigated~behind the ear, in the ear, and in the
canal! and all three were susceptible to a proximity effect of
this magnitude. These results are consistent with the findings
of Hellgren et al.12 The orientation of the handset was en-
sured through use of a positioning jig at the start of each
experiment. The dependence of the proximity effect on sepa-
ration between handset and pinna was quantified. The big-
gest effects were observed as the handset moved between the
0-mm position~just touching the pinna! and a position 20
mm lateral. Further increases in separation caused the open-
loop transfer function to change by only a couple decibels.

There are several other factors not, or only partially,
investigated in this report that could affect the proximity ef-
fect, including the diameter of the vent, the shape of the
handset, pinna size and shape, and the trajectory followed by
the handset. Also, our measurements were performed using a
mannikin, not human subjects. These factors will all affect
the open-loop transfer function to a greater or lesser extent.
For the proximity effect, though, we are looking atchanges
in open-loop transfer function as a handset moves, so their
effects should be less important.

We have focused our effort on the telephone as a source
of increased sensitivity to feedback. In some applications,
particularly for BTE-type aids, a user can benefit from a
telecoil built into the aid. However, as pointed out by
Hellgrenet al., the telephone handset is only one of several
objects that typically cause feedback howl.

Our results define the additional feedback-handling re-
quirement for a feedback suppression technique in a hearing
aid. Such techniques are often built into the signal processing
of a hearing aid, to enable the use of higher gain settings or
larger vents. Most such techniques would not be able to
handle the 20 dB of increased sensitivity to feedback howl
that we have demonstrated.

The feedback problem was also addressed theoretically,
through a boundary element calculation. The mannikin, with
ITC hearing aid installed, was imaged using a laser scanning
system and a boundary element mesh obtained. Numerical
calculations of the sound field resulting from a volume ve-
locity source at the vent were used to compute the proximity
effect. The results obtained, for the ITC hearing aid, agreed
quite well with the measurements. We have, then, both the-
oretical and experimental approaches that can be used to
study the acoustical feedback problem in hearing aids. Con-
siderable detail was included in the modeling effort. It may
be possible to reduce the amount of detail, e.g., the use of
larger mesh elements for the pinna and hearing aid, without
sacrificing accuracy.
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APPENDIX

The boundary element calculations were made assuming
a nominal velocity for the elements comprising the vent out-
let. To relate the radiated sound field to the actual output of
the hearing aid receiver, the propagation of sound through
the vent of the hearing aid needs to be considered. For tubes
of small diameter, Egolf19 has shown that viscous and ther-
mal boundary layer effects must be included. We make use
of his modeling here.

At the inner end of the vent, we have a sound pressure
pec and volume velocityuec entering the vent. At the vent
outlet, we have sound pressurepv and volume velocityuv .
For a vent of radiusa and lengthL, these quantities are
related19 through a transfer matrixW:

S pec

uec
D5WS pv

uv
D5S cosh~GL ! Z sinh~GL !

sinh~GL !/Z cosh~GL !
D S pv

uv
D .

~A1!

The propagation constantG and characteristic impedanceZ
are

G5 i
v

c F11~g21!T~aa!

12T~ba! G1/2

, ~A2a!

Z5
rc

pa2 @12T~ba!#21/2@11~g21!T~aa!#21/2,

~A2b!

where

T~j![2J1~j!/jJ0~j!, ~A3!

a5~2 ivrNpr /m!1/2, ~A4!

and

b5~2 ivr/m!1/2. ~A5!

Here,m is the coefficient of viscosity,r is the density of air,
c is the free space sound speed,g is the ratio of specific heats
in air ~1.4!, Npr is the Prandtl number~0.702!, v is the an-
gular frequency, andJ0 and J1 are Bessel functions of the
first kind of orders 0 and 1.

From Eq.~A1!, we can write

uv5
pec

W11Zrad1W12
, ~A6!

where the radiation impedance isZrad5pv /uv . In the bound-
ary element calculations, the sound pressurepv was deter-
mined for specifieduv , so the radiation impedance was
available. Using the measured ear canal sound pressurepec,
the calculated transfer matrix termW, and the radiation im-
pedance, we can calculate the actual vent volume velocityuv
that would have existed for the measurements. The boundary
element calculations, made usinguv51, can be scaled ac-
cordingly to make them consistent with the measurements.

Although Eq.~A6! was used because of its generality, a
simpler approximation would have sufficed for the present
configuration. It was determined numerically that

uW11Zradu!uW12u ~A7!

for all of our measurement conditions.~The same result can
be obtained by treating the vent simply as an orifice in an
infinite baffle; then, for vents of diameter less than 3 mm and
with a!L, the relation is found to hold up to 6 kHz.! With
the approximation of Eq.~A7!, the volume velocity at the
vent is simply

uv'pec/W12. ~A8!
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In this paper, power flow propagation in plates connected in an L-joint is investigated in both the
low and high frequency ranges. An exact solution is derived to describe the flexural, in-plane
longitudinal and in-plane shear wave motion in the plates. The coupled plates are simply supported
along two parallel sides, and free at the other two ends. A point force is used to generate flexural
wave motion only. The flexural wave coefficients are determined from the boundary conditions,
continuity equations at the driving force locations, and continuity equations at the corner junction of
the plates. Structural intensity expressions are used to examine the structural noise transmission in
the low and high frequency ranges. The contributions from the individual wave types are also
examined. ©2004 Acoustical Society of America.@DOI: 10.1121/1.1635415#

PACS numbers: 43.40.Dx@JGM# Pages: 1157–1169

I. INTRODUCTION

When examining the vibration of plates in built-up
structures such as ship hulls, generally only the flexural
waves are considered. However, a pure bending wave im-
pinging at a corner junction will induce in-plane longitudinal
and in-plane shear waves, as well as other flexural waves in
the connected plates. In addition, the in-plane waves are
partly transformed into flexural waves at further structural
junctions. In the last couple of decades, energy transmission
in right-angled joints including flexural and in-plane wave
motion has been given considerable attention.1–13 In one of
the earliest works, Budrin and Nikiforov1 examined the
transmission of flexural and extension waves through a semi-
infinite cross-shaped joint. Craven and Gibbs2 examined
flexural plane wave incidence at any arbitrary angle at the
junction of an L, T, or cross-shaped plate. Their analysis was
extended to include in-plane incidence at the plate junctions.

It has recently been shown that the inclusion of in-plane
waves becomes significant in both high frequency region,
and at distances far from the vibrating source.3–7 When ex-
amining vibrating structures in the high frequency range,
both statistical energy analysis~SEA! and finite element
analysis~FEA! are popular methods. SEA is an energy bal-
ance method, and considers the flow of energy into a system,
the energy flow between subsystems, and the time and space
averaged energy contained within each subsystem. Rather
than giving detailed knowledge of the modal behavior of a
structure, SEA results as presented by Tratch3 and Lyon4 are
given in terms of mean energy levels, which are obtained by
energy levels averaged over broad frequency bands. The in-
clusion of in-plane modes using SEA models of plate struc-
tures has been investigated by several researchers.3–5 Bercin
and Langley6 extended the dynamic stiffness method to in-
clude in-plane vibrations, and the technique is applied to a
built-up plate structure. Results were presented in terms of
bending energy transmission ratios of each plate component,
where the energy levels were averaged over one-third octave
frequency bands. Energy transmission ratios were calculated
for bending waves only~by restricting the in-plane degrees

of freedom!, and for bending energy in which the in-plane
terms were included in the analysis. In their results, Bercin
and Langley discuss that there is a reduction in the bending
energy level~in-plane inclusive! of the neighboring plate to
the driven plate. This is attributed to the fact that some of the
incident flexural wave energy impinging on a junction will
be converted into in-plane energy in the second plate, which
is not accounted for in the ‘‘bending only’’ energy transmis-
sion ratios. However, at greater distances from the driven
plate, the energy levels including the in-plane waves are sig-
nificantly greater than those for bending waves only. This is
attributed to the fact that the in-plane modes are transformed
back into flexural modes as they travel through junctions. In
a further study, Bercin7 compared the results obtained from
the dynamic stiffness method to those obtained using FEM
and SEA. While the finite element method~FEM! technique
is a very popular method to model in-plane vibrations, it
becomes very difficult to apply FEM successfully in the
higher frequency range.7 This is because at higher frequen-
cies, the number of modes contributing the structural re-
sponse increases and become more closely spaced together.
Hence, the system must be discretized into elements of
smaller size, resulting in a large number of simultaneous
equations and excessive degrees of freedom. In addition,
mesh refinement at higher frequencies results in a decrease in
the computational feasibility.

In addition to the problem of wave transmission through
right angled joints, several authors have studied the flexural
and longitudinal wave motion through beams and plates
joined at an angle.14–17 Park et al.14 developed power flow
models for longitudinal and in-plane shear waves for thin
plates. The derived energy equations were applied to a finite
coupled structure connected at a certain angle. They found
that the in-plane energy levels are greater than those of the
flexural waves at higher frequencies and for higher damping.

In this paper, the effect of in-plane waves on the power
flow in coupled plate structures is examined. The results pre-
sented provide detailed information of the modal response of
a structure for narrow-band frequency ranges, instead of
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broadband statistical energy estimates. A combination of the
modal method and the traveling wave method resulting in an
exact solution to describe the structural response is used. The
results generated using this method are exact, and do not
require mesh refinement as the frequency increases, as finite
element models do. The traveling wave approach for flexural
vibration has been extended to include both in-plane longi-
tudinal and in-plane shear waves, and is applied to an
L-shaped plate under point force excitation. Results are pre-
sented using the structural intensity expression, and are com-
pared with those obtained ignoring the in-plane contribu-
tions. Using the power flow approach, the contributions from
the various wave types propagating through the structure can
be quantitatively compared in both the low and high fre-
quency regions.

II. THEORY

A. Flexural and in-plane vibration of thin coupled
plates

Figure 1 shows the displacements and coordinate system
for an L-shaped plate. The L-shaped plate is simply sup-
ported along two parallel edges corresponding toy50 and
y5Ly , and free at the other two edges corresponding tox1

50 andx25Lx2 . The junction of the two plates corresponds
to x15Lx1 andx250. For mathematical simplicity, the two
plates are of the same material and thickness. Since vibrating
machinery such as engines are generally mounted vertically
over a supporting plate, only excitation in the out-of-plane
direction is considered. This is modeled as point force exci-
tation of force amplitudeF0 at a location of (x0 ,y0) in plate
1, and is described by a Dirac delta function. Figure 1 also
shows the forces and moments acting on the edges of the two
plates, whereMxx is the bending moment,Nxx is the in-plane
longitudinal force, andNxy is the in-plane shear force.Vx is
the net vertical shear force, and is given byVx5Qx

1]Mxy /]y. Note thatVx and Mxx are different in the two
sections~I and II! in plate 1 due to the external forcing func-
tion. For the sign convention used in Fig. 1, the force and
moment equations are given by

Qxx52DS ]3w

]x3
1

]3w

]x]y2D , ~1!

Mxx52DS ]2w

]x2
1y

]2w

]y2 D , ~2!

Mxy52D~12y!
]2w

]x]y
, ~3!

Nxx5
Eh

12y2 S ]u

]x
1y

]v
]y D , ~4!

Nxy5
Eh

2~11y! S ]u

]y
1

]v
]xD , ~5!

wherew, u, andv represent the flexural, in-plane longitudi-
nal and in-plane shear plate displacements, respectively.D
5Eh3/12(12y2) is the plate flexural rigidity, andE, h, and
y are respectively the Young’s modulus, thickness, and Pois-
son’s ratio of the two connected plates. The differential equa-
tions of motion for the flexural, in-plane longitudinal, and
in-plane shear wave motions are respectively given by6

D¹4w1rh
]2w

]t2
5F~x,y,t !, ~6!

]2u

]x2
1

~12y!

2

]2u

]y2
1

~11y!

2

]2v
]x]y

2
~12y2!r

E

]2u

]t2
50,

~7!

]2v

]x2
1

~12y!

2

]2v

]y2
1

~11y!

2

]2u

]x]y
2

~12y2!r

E

]2v

]t2
50.

~8!

Due to the simply supported boundary edges, general solu-
tions for the flexural and in-plane displacements in the three
sections of the plates can be described in terms of a modal
and traveling wave solution. The general solutions for the
in-plane displacements were developed in Ref. 6, where the
‘‘cos kyy’’ term for v allows for the decoupling of the in-
plane differential equations:

w1I
~x1 ,y!5 (

m51

`

~A1e2 jkxx11A2ejkxx11A3e2knx1

1A4eknx1!sinkyy, 0<x1<x0 , ~9!

w1II
~x1 ,y!5 (

m51

`

~A5e2 jkxx11A6ejkxx11A7e2knx1

1A8eknx1!sinkyy, x0<x1<LX1 , ~10!

FIG. 1. Free body diagram of the L-shaped plate showing the sign conven-
tion, displacements, forces, and moments for flexural and in-plane motion.
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w2~x2 ,y!5 (
m51

`

~A9e2 jkxx21A10e
jkxx21A11e

2knx2

1A12e
knx2!sinkyy, 0<x2<Lx2 , ~11!

u1~x1 ,y!5 (
m51

`

~l1B1el1x11l2B2el2x11kyB3el3x1

1kyB4el4x1!sinkyy, 0<x1<Lx1 , ~12!

u2~x2 ,y!5 (
m51

`

~l1B5el1x21l2B6el2x21kyB7el3x2

1kyB8el4x2!sinkyy, 0<x2<Lx2 , ~13!

v1~x1 ,y!5 (
m51

`

~kyB1el1x11kyB2el2x11l3B3el3x1

1l4B4el4x1!coskyy, 0<x1<Lx1 , ~14!

v2~x2 ,y!5 (
m51

`

~kyB5el1x21kyB6el2x21l3B7el3x2

1l4B8el4x2!coskyy, 0<x2<Lx2 . ~15!

ky5mp/Ly is the modal wave number along they direction,
where m is the mode number.kp5Av(rh/D)1/4 is the in
vacuo plate flexural wave number.kx5Akp

22ky
2 and kn

5Akp
21ky

2 are respectively the wave numbers along thex
direction for the propagating and evanescent waves.l1,2

56Aky
22kL

2 and l3,456Aky
22kS

2 are eigenvalues for the
in-plane general solutions, wherekL5vAr(12y2)/E and
ks5vA2r(11y)/E are the in-plane longitudinal and in-
plane shear wave numbers, respectively.6

There are 20 unknown coefficients corresponding toAi

for i 51 – 12 andBj for j 51 – 8. Twenty equations can be
developed from~i! the boundary conditions at the free edges,
( i i ) continuity equations at the driving force location, and
( i i i ) coupling equations at the junction of the two plates.
There are eight boundary conditions at the free edges corre-
sponding tox150 andx25Lx2 , resulting in15,18

Vx1I
5Vx250, ~16!

Mxx1I
5Mxx250, ~17!

Nxx15Nxx250, ~18!

Nxy15Nxy250. ~19!

The external disturbance is due to a force applied normally
to the surface of the plate, resulting in power injected into
the flexural modes only. There are four continuity equations
at the driving force location (x0 ,y0) which are described in
Ref. 18. Finally, there are eight continuity equations at the
coupling junction of the two plates corresponding tox1

5Lx1 andx250. These continuity equations have previously
been developed for thick plate theory,19 but are modified for
the classical thin plate theory. For the sign notation defined
in Fig. 1, the eight coupling equations can be written as

w1II
5u2 , ~20!

w252u1 , ~21!

Vx1II
5Nxx2 , ~22!

Vx252Nxx1 , ~23!

Mxx1II
5Mxx2 , ~24!

]w1II

]x1
5

]w2

]x2
, ~25!

v15v2 , ~26!

Nxy15Nxy2 . ~27!

Using the 20 developed equations, a matrix expression can
be obtained as@a#@X#5@F#, where@a# is a 20320 matrix and
is given in Appendix A.@X# and @F# are the coefficient and
force matrices, respectively, and are given by

@X#5@A1 A2 A3 A4 A5 A6 A7 A8 A9 A10 A11 A12 B1 B2 B3 B4 B5 B6 B7 B8#T, ~28!

@F#5F0 0 0 0 0 0 0 0 0 0 0
2F0

LyD
sinkyy0 0 0 0 0 0 0 0 0GT

. ~29!

Solutions to the unknown coefficients in Eqs.~9!–~15! can
be obtained by@X#5@a#21@F#.

B. Flexural vibration only of thin coupled plates

In order to examine the effect of the in-plane longitudi-
nal and in-plane shear vibration on the structural power
transmission, results were also obtained when the in-plane

vibration was neglected in the plates. However, the in-plane
force and displacement are considered at the coupling junc-
tion of the two plates, when equating the displacements and
forces at the junction. The analysis is reduced to a one-
dimensional problem in thex direction to consider flexural
vibration only in the plates, as described by Eqs.~9!–~11!.
There are now only 12 unknown coefficientsAi for i
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51–12. At the free edges corresponding tox150 and x2

5Lx2 , there are now only four boundary conditions as de-
scribed by Eqs.~16! and~17!. The continuity equations at the
driving force location in plate 1 remain unchanged. At the
junction of the two plates, there are now only four continuity
equations. The first two correspond to continuity of moment
and slope from plate 1 to 2, as described by Eqs.~24! and
~25!. The third and fourth continuity equations are developed
by equating the displacements and forces of the flexural and
in-plane longitudinal waves at the corner junction. In this
case, the effect of the in-plane shear force and displacement
is considered negligible, that is, the longitudinal force sim-
plifies toNxx5@Eh/(12y2)#]u/]x. Since the analysis is re-
duced to a one-dimensional problem to consider the flexural
wave transmission along thex-direction only, the expression
for the bending shear force is simplified toVx

52D]3w/]x3. General expressions for the longitudinal in-
plane waves for the two plates becomeu1(x1)5C1ejkLx1 and
u2(x2)5C2e2 jkLx2, whereu1 corresponds to a reflected in-
plane wave in plate 1 due to the flexural waves in plate 2,
and, similarly,u2 corresponds to a transmitted wave in plate
2 due to the flexural waves in plate 1 impinging on the cor-
ner junction. Using Eqs.~20!–~23! with the simplified force
and displacement expressions, the remaining two boundary
equations can be obtained:

D
]3w1II

]x1
3

5
jkLEh

12y2
w1II

, ~30!

2D
]3w2

]x2
3

5
jkLEh

12y2
w2 . ~31!

The 12 unknown coefficients can also be determined using a
similar matrix expression@a#@X#5@F# as shown in Sec. II A.
In this case, however,@a# is a 12312 matrix and is given in
Appendix B, and the coefficient and force matrices are re-
duced to

@X#

5@A1 A2 A3 A4 A5 A6 A7 A8 A9 A10 A11 A12#
T,

~32!

@F#5F0 0 0 0 0 0 0
2F0

LyD
sinkyy0 0 0 0 0GT

. ~33!

C. Structural intensity in the plates

An expression for the structural intensity corresponding
to the power flow per unit width of the plate including both
flexural and in-plane components is given by20

Px52F ẇQx2
]ẇ

]x
Mxx2

]ẇ

]y
Mxy1u̇Nxx1 v̇NxyG . ~34!

The time averaged vibration intensity at a givenx location
for flexural and in-plane vibration can be written as14,18

Px52E
0

Ly
ReS ~ j vw!* Qx2S j v

]w

]x D *
Mxx

2S j v
]w

]y D *
Mxy1~ j vu!* Nxx1~ j vv !* NxyDdy,

~35!

where the asterisk~* ! denotes the complex conjugate. When
the in-plane terms are neglected in the analysis as described
in Sec. II B, the above expression simply reduces to

Px52E
0

Ly
ReS ~ j vw!* Qx2S j v

]w

]x D *
Mxx

2S j v
]w

]y D *
MxyDdy. ~36!

III. COMPUTATIONAL RESULTS

For the L-shaped plate, both plates were given the same
material properties corresponding to aluminum, and were of
the same thickness and width corresponding toh50.002 m
and Ly50.5 m. The length of plate 1 isLx151.2 m. The
length of plate 2 isLx250.6 m. The material parameters for
aluminum are r52800 kg/m3, E57.131010N/m2, and
y50.3. The internal loss factor was included in the analysis
by using the complex Young’s modulusE(11 j h), where
h50.001 is the structural loss factor. The point force excita-
tion was located at (x0 ,y0)5(0.74,0.31), where the force
and response positions are given in meters.

In order to ensure that a sufficient number of modes
were chosen to accurately describe the response in the fre-
quency ranges of interest, the modal density was investigated
for the various frequency ranges. The modal density of the
assembled structure can be estimated as the sum of the
modal densities for the individual plates.9 The number of
modesN in a plate with resonance frequencies below the
radian frequencyv is given by17

N5
k2S

4p
, ~37!

wherek is the wave number andS is the surface area of the
plate. Using the flexural and in-plane wave numbers of a
plate, the number of modes corresponding to the three wave
types in each plate can be determined usingNB

5(LxLy/2h)A12r(12y2)/E f ~number of bending modes!,
NL5@pLxLyr(12y2)/E# f 2 ~number of in-plane longitudi-
nal modes!, andNS5@pLxLy2r(11y)/E# f 2 ~number of in-
plane shear modes!, where f is the excitation frequency in
Hz. In the computational modelling, the number of modes
used in each frequency range was held constant. A signifi-
cantly greater number of modes were chosen for each fre-
quency band than the minimum number using Eq.~37! to
ensure that all results converged.
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Results are presented in terms of structural intensity
~power flow per unit width of plate! and comparing the
power flow with and without the inclusion of the in-plane
analysis as described by Eqs.~35! and ~36!, respectively. In
order to investigate the effect of the in-plane wave motion on
the structural transmission, results are presented for both
plates in the low and high frequency ranges. Figures 2 and 3
show the structural power flow in plates 1 and 2, respec-
tively, for a narrow frequency span of 400 Hz in a low fre-
quency range. The response locations~in meters! are
(x1 ,y)5(0.8,0.31) and (x2 ,y)5(0.35,0.31). At low fre-
quencies, it is observed that the in-plane waves have the
effect of increasing the total power at the structural reso-
nances. This effect is more obvious when examining the
power transmission in plate 2, as shown in Fig. 3. Figures 4
and 5 show the structural power at the same location in both
plates, for a narrow frequency span in a higher frequency
range. These figures show that the difference between the
total power when the in-plane analysis is included compared
with the power obtained using the flexural analysis only in-
creases as the frequency increases. The increase in the power
when the in-plane analysis is included is more evident when

examining the structural power transmission through an
L-joint, as shown in Fig. 5.

It is also of interest to investigate the effect of the in-
plane terms on the power transmission in more complex
built-up structures. It is expected that as the location from the
vibrating source increases in more complex plate structures
such as a ship hull, the difference between the structure-
borne noise levels with and without the inclusion of the in-
plane waves will increase.3–6 This is due to the fact that
flexural waves are partly transformed into in-plane waves
upon transmission through a structural junction, and are then
partly transformed back into flexural waves upon transmis-
sion through subsequent junctions. In addition, in-plane
waves can also travel significant distances and through sev-
eral intervening junctions before being partly transformed
into flexural waves in the adjacent plates. The structural
power transmission was investigated for a built-up structure
consisting of five connected plates. All plates have the same
thickness and width. The length of plate 1 is 1.2 m, and the
remaining lengths are 0.6 m. For consistency with the conti-
nuity equations presented in this paper, only plates connected
at right angles in an L-joint were considered, as shown in
Fig. 6. At each corner junction corresponding to (xi ,xi 11)

FIG. 2. Comparison of the structural power in plate 1 with~---l---! and
without ~———! the inclusion of the in-plane vibration.

FIG. 3. Comparison of the power transmission in plate 2 with~---l---! and
without ~———! the inclusion of the in-plane vibration.

FIG. 4. Comparison of the structural power in plate 1 with~---l---! and
without ~———! the inclusion of the in-plane vibration.

FIG. 5. Comparison of the power transmission in plate 2 with~---l---! and
without ~———! the inclusion of the in-plane vibration.
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5(Lxi,0), there are eight continuity equations. These conti-
nuity equations follow the same right-hand rule sign conven-
tion as those presented for plates 1 and 2, and described by
Eqs. ~20!–~27!. With the addition of three more plates, the
analytical modeling when the in-plane analysis is included
results in 44 unknown coefficients, corresponding toAi for
i 51 – 24 andBj for j 51 – 20. These are determined using
the boundary conditions, continuity equations at the driving
force location in plate 1, and the continuity equations at each
L-joint. When only the plate flexural displacement is consid-
ered in the analysis as described in Sec. II B, there are only
24 unknown coefficients to determine (Ai for i 51 – 24). Fig-
ures 7 and 8 respectively show the structural power in plates
1 and 5 at response locations of (x1 ,y)5(0.8,0.31) and
(x5 ,y)5(0.35,0.31). Each figure shows the total power ob-
tained when the in-plane analysis is both included and omit-
ted from the analysis. As expected, when comparing Figs. 7
and 8, the total power in plate 5 is significantly less than that
in plate 1. However, in plate 5, the effect of the in-plane
analysis significantly increases the total power at all reso-
nance frequencies, even in a low frequency range~Fig. 8!.

Figure 9 shows the power in both plates 1 and 5 for the same
response locations and at a higher frequency range. In this
figure it is evident that the effect of including the in-plane
wave motion in the analysis is to dramatically increase the
total transmitted power as both the frequency and the dis-
tance between the source and receiver increases. The total
power transmission when the in-plane analysis is included is
globally higher than the power transmission obtained using
the flexural analysis only. When the in-plane vibration is not
included in the calculation of the power, the transmitted
structural power levels can be underestimated by as much as
15 dB at the structural resonances in the 5-kHz frequency
range. As the frequency increases, the difference between the
transmitted power levels when the in-plane vibration is in-
cluded and omitted from the analysis will dramatically in-
crease. Hence, it is obvious that the in-plane vibration needs
to be included in the analysis for the transmitted power, oth-
erwise sizeable errors will result when predicting the struc-
tural noise transmission in built-up structures.

To obtain more insight into the increase in the structural
noise transmission when the in-plane vibration is included,
the contributions from the individual wave types were ob-

FIG. 6. Schematic of the built-up structure consisting of five connected
plates.

FIG. 7. Comparison of the structural power in plate 1 with~---l---! and
without ~———! the inclusion of the in-plane vibration.

FIG. 8. Comparison of the power transmission in plate 5 with~---l---! and
without ~———! the inclusion of the in-plane vibration.

FIG. 9. Comparison of the structural power in plate 1 with~---l---! and
without ~———! the inclusion of the in-plane vibration. Comparison of the
structural power transmission in plate 5 with~--3--! and without~—n—!
the inclusion of the in-plane vibration.
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served. Figures 10 and 11 show the total power flow at
(x5 ,y)5(0.35,0.31) in plate 5 in the high frequency range
and the contributions by the individual terms in Eq.~35!.
Figure 10 shows the contribution from the first three terms in
the structural intensity expression which include the shear
force, bending moment and twisting moment. It is shown
that the shear force and bending moment have similar con-
tributions to the total response. Figure 11 shows the total
power transmission in plate 5, and the last two terms in the
structural intensity expression which describe the in-plane
longitudinal and in-plane shear waves. Comparing Figs. 10
and 11 reveals that increases in the total power flow at dis-
crete resonance frequencies of around 5460, 5560, and 5650
Hz can be directly attributed to the in-plane modes. As the
frequency increases, the contribution from the individual in-
plane terms is expected to increase. Figure 12 compares the
shear force, bending moment, and twisting moment terms in
plate 5, when the in-plane analysis is both included and omit-
ted in the development of the total power flow. Increases in
the transmitted power can be attributed to not only an in-
crease in the total power due to the contribution from the

in-plane terms, but also to the increase in the individual flex-
ural terms. This is due to the fact that the in-plane modes act
as an additional path for the flexural wave energy, and can be
partly transformed back into flexural modes upon transmis-
sion through a structural junction.

IV. CONCLUSIONS

In-plane waves can act as efficient transmitters of flex-
ural energy through structural junctions. For a built-up struc-
ture consisting of thin plates connected at right angles, the
total energy transmission is significantly increased as the fre-
quency and distance from the source to the receiver in-
creases. This is attributed to the fact that the in-plane modes
act as flanking paths for the flexural wave energy. The math-
ematical analysis is an exact solution using a combination of
a traveling wave and modal solution to describe the flexural,
in-plane longitudinal, and in-plane shear displacements. The
results presented in this paper examined the structural power
transmission in the low and high frequency ranges, instead of
averaged energy levels in one-third octave frequency bands.
Further insight is given by examining the contribution from
the individual terms in the structural intensity expression.
Although only out-of-plane excitation was considered in this
paper, it could be expected that if the external force was
inclined at an angle, thereby generating both flexural and
in-plane vibration in plate 1, the effect of the in-plane vibra-
tion on the total noise transmission would be significantly
increased.
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FIG. 12. Comparison of the first three terms in the structural intensity ex-
pressions described by Eqs.~35! and~36!. Shear force term with~--l--! and
without ~—m—! in-plane vibration. Bending moment term with~—3—!
and without~—n--! in-plane vibration. Twisting moment term with~---!
and without~—s—! in-plane vibration.

FIG. 10. Power flow transmission in plate 5 including the in-plane vibration
~———!, and the contributions from the first three structural intensity terms
in Eq. ~35! corresponding to the shear force~---l---!, bending moment
~—n—! and twisting moment~--3--!.

FIG. 11. Power flow transmission in plate 5 including the in-plane vibration
~———!, and the contributions from the last two structural intensity terms
in Eq. ~35! corresponding to the in-plane longitudinal force~---l---! and
in-plane shear force~—n—!.
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The behavior of coupled elastic systems is often analyzed in terms of the admittances or impedances
of the component systems. In many applications, the admittances are approximated by a small
number of simple oscillators; i.e., a low-order truncation of the normal-mode expansion. Such an
approach is reasonable in the neighborhood of system resonances, but is much less convenient and
accurate in the neighborhood of antiresonances. Pole-zero product expansions of the sort employed
in circuit analysis offer a potential means of improving the accuracy of low-order approximations.
The validity of such representations of the admittance matrix is explored here, and it is noted that
in general the off-diagonal components cannot be written in this fashion. Nevertheless, it is shown
below that the entire admittance matrix of beam and plate strip systems can always be represented
in the pole-zero product form. Further, the representation is shown to be valid even when the beam
or plate is coupled to an arbitrary conservative elastic structure. ©2004 Acoustical Society of
America. @DOI: 10.1121/1.1649331#

PACS numbers: 43.40.Hq@ANN# Pages: 1170–1178

I. INTRODUCTION

The admittanceYi j (x,v), the response of a system at
positionx to a general harmonic point excitation at the same
positionx, is a basic quantity of interest in the characteriza-
tion of linear systems. The admittance is of direct physical
significance because it characterizes the local density of
states of the system and reveals information regarding the
spatial character of the modes.1,2 Further, the admittance also
determines the coupling between elastic structures effec-
tively attached to one another at a point. The admittance is
therefore needed to make predictions of dynamic behavior
ranging from simple transduction processes to the acoustic
response of complex structures with many components. As
such, much effort has been invested in the study of the prop-
erties of the admittance and its inverse, the impedance.3–7

A basic outstanding problem in this area, particularly in
the area of elastic structures, lies in obtaining accurate math-
ematical models of the admittance in particular situations. In
many contexts,8–13 simple and inadequate models have been
employed, reducing subsequent predictions or analyses to a
qualitative level. We have explored an approach for the mod-
eling of admittances which can overcome these difficulties,
namely, the pole-zero product expansion often employed in
the context of circuit analysis.4–7 This approach yields ap-
proximations which are more accurate than corresponding
modal expansions, particularly in the neighborhood of anti-
resonances, using equal numbers of unknowns and equally
simple mathematical expressions.

A number of general results regarding the properties of
the response functions of scalar systems are known, both
from the physical point of view of linear response
theory4–7,14 and from the mathematical point of view of
Sturm–Liouville theory.15 Of particular interest to us here, it

is known that the admittance and impedance of scalar sys-
tems can always be represented in a pole-zero product form
with real poles and real zeros, and further, that the poles and
zeros alternate. This result is applicable to any linear system
and enables algebraic simplifications in system modeling.
Further, the mathematical properties of the poles and zeros
strongly impact the functional behavior of the response func-
tions; admittance functions always exhibit a characteristic
interleaving of poles and zeros, and are always monotonic in
frequency indicative of progressive phase behavior. These
mathematical properties of the admittance functions have
been exploited in various contexts.

A complication one encounters in attempting to apply
the known results to the typical problems of elastic structures
is the vector nature of the vibrational problem; i.e., the re-
sponse and excitation of the system in the elastic case are
typically vectors. The admittance in the elastic case is there-
fore a matrix of functions as opposed to the single function
one encounters in the scalar circuit analysis case. In general,
this difference is indeed quite significant.

The problem in the vector case has to do with evaluating
the cross admittance, the response of a particular component
to a force applied to a different component at the same point.
General problems of this sort have been investigated in the
context of matrix Sturm–Liouville theory.15 The body of
knowledge which seems to be most applicable concerns the
oscillatory behavior of the eigenfunctions and forced solu-
tions. While related, these results unfortunately do not di-
rectly apply to the problem at hand.

Circuit analysis applies only to the scalar case, and re-
sults concerning off-diagonal elements can be obtained from
this body of research only by viewing such elements as gen-
eral transfer functions. In this case, while the poles are still
real, and of course identical for all components, the zeros
may be complex, though they must occur in complex conju-
gate pairs.5,6 Further, the results in the literature provide littlea!Electronic mail: douglas.photiadis@nrl.navy.mil
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guidance as to the nature of the solution in a particular case;
the zeros may be real, and then again, they may be complex,
depending on the details of the problem at hand. The poles
and zeros may alternate and guarantee progressive phase be-
havior, or they may not, a significant difference in the math-
ematical behavior of the response function of interest. The
primary focus of this paper is to determine whether more
definite statements can be made in the case of the cross-
admittance matrix of some problems of interest in the con-
text of the vibration of elastic structures.

We have shown under fairly general conditions that the
admittance matrices of beams and plate strips coupled to
arbitrary conservative structures through a force or moment
at the edge of the system admit a pole-zero product expan-
sion with real poles and zeros. In these situations, any com-
ponent of the admittance matrix may be written as

ga~v!5Ca~v!
Pn~12v2/vn,a

2 !

Pn~12v2/vn
2!

. ~1!

Here,Ca(v)5cavka is a simple overall factor and the poles
vn and zerosvn,a of the expansion will always be real.
Further, the poles and zeros alternate and the full body of
knowledge concerning the admittance functions of scalar
systems may immediately be applied to any component of
the full admittance matrix of these systems. Note that both
Ca(v) and vn,a depend on the particular componenta of
the admittance matrix.

Our result, though limited in scope, does address elastic
systems of a fairly basic nature, and does advance our theo-
retical knowledge in this area. One may now, with no reser-
vations, represent any of the components of the admittance
matrix of a beam coupled to a general oscillatory system as a
pole-zero product expansion with the only errors being re-
lated to the accuracy with which the resonance and antireso-
nance frequencies are determined. Thus, such representations
can now be employed in many modeling situations, and fur-
ther, the mathematical properties of these functions can be
exploited.

An outline of the body of the paper is as follows. In Sec.
II, we briefly recall some of the basic facts regarding the
admittance matrix of general linear systems, primarily results
from circuit theory. The validity of the pole-zero representa-
tion with real poles and zeros for the diagonal components of
the admittance matrix of any linear system is noted, and the
difficulties with regard to the off-diagonal case, the cross
admittances, are described. In the interest of brevity, we will
often refer to the validity of a pole-zero expansion with real
poles and zeros as the validity of a pole-zero expansion. This
should lead to no confusion because the existence of a pole-
zero expansion with complex poles and zeros isalways as-
sured, merely being a statement that the response functions
are rational functions of frequency for a discrete system.

In Sec. III, the admittance matrix of a beam in flexure is
examined. The validity of the pole-zero expansion for the
entire admittance matrix is proved first for a beam with or-
dinary impedance boundary conditions. The proof is then
extended to the case of a beam coupled to an arbitrary con-
servative system. This extension is quite important because it
enables one to employ the pole-zero expansion in situations

in which the admittance matrix is not known explicitly, and
perhaps can only be partially inferred from experimental or
numerical data.

In Sec. IV, the results are extended to a two-dimensional
example, a plate strip. The plate strip is assumed to be uni-
form along the strip axis and is effectively one-dimensional,
but the wave number along the axis of the strip is taken to be
nonzero. This example is similar to evaluating the input ad-
mittance of the modes of an annular ring, without the addi-
tional complications of the membrane stresses. The approach
employed to demonstrate the pole-zero expansion for the
beam is also successful in this case, though some difficulties
are encountered, and we have only been able to show that
almost all of the zeros are real in this case. The lowest-
frequency zero may be complex in this case. This plate
analysis shows some of the complexity that can appear in a
two-dimensional system.

In Sec. V, we examine the representative example of a
free–free beam. Within this context, we show how the zeros
and poles can be obtained in practice. The pole-zero expan-
sion is obtained explicitly and compared to both the exact
solution and the modal solution. Intuitively, just as the Pade´
approximation is an improvement over simple Taylor series
or Laurent series, the pole-zero representation is expected to
be more accurate than the modal representation in regions of
low modal density. We explore this aspect and also discuss
the relationship of these results to improved modal
expansions.16–19The increased accuracy that can be obtained
by employing a truncated pole-zero expansion as opposed to
a truncated modal solution with an equal number of un-
knowns is evident from the results.

II. ADMITTANCE OF A GENERAL LINEAR SYSTEM

We first consider the system to consist ofN identical
degrees of freedom, each of massm, linearly coupled to one
another. Within this context, the system may be equally well
considered to be a generalN-port linear circuit and the gen-
eral results from circuit theory can be immediately
applied.4–6 Our approach is however more in the spirit of the
description of physical systems. The Lagrangian of the sys-
tem is taken to be

L05
1

2
m(

a
uq̇au22

1

2 (
ab

qaKabqb , ~2!

where theqa are the generalized coordinates of the system
and the geometry is contained in the coupling matrixK,
which we take to be symmetric and positive definite. TheN
equations of motion of the system in response to a steady-
state excitation exp(2ivt) applied to a particular coordinate
qs are

Lab~v!Gbs5~Kab2mv2dab!Gbs5das , ~3!

whereGab is the discrete version of the Green’s function.
The solution of Eq.~3! may be written using Cramer’s

rule as

Gab5Cba /det~L!, ~4!
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whereCab(v) is the cofactor ofL~v!. Every component of
Gab is thus a ratio of polynomials inv2 with the denomina-
tor a polynomial of orderN, and the numerator a polynomial
of order (N21) or (N22) for diagonal or off-diagonal com-
ponents, respectively.

We are assured ofN real resonance frequencies,20 zeros
of the denominator of Eq.~4!, because of the symmetric,
positive definiteness of K. Similarly, it has been
demonstrated6 for the diagonal case,Gss for any s, that the
(N21) zeros of the numerator of Eq.~4! are real and corre-
spond to resonance frequencies of the constrained boundary
value problem with the coordinateqs50. No such statement
can be made regarding the zeros of the numerator in the
off-diagonal case, however, because the minors ofLab(v)
are not necessarily symmetric. Instead, one can show only
that the zeros of the general components of the Green’s func-
tion must occur in complex conjugate pairs.6 The pole-zero
representation is therefore valid for the diagonal components
of the Green’s function matrix of any linear system, while
such a representation for the off-diagonal components must
be examined in a case-by-case fashion.

III. ADMITTANCE MATRIX OF A BEAM OR ROD IN
FLEXURE

A. Equations of motion

One of the simplest elastic systems with more than one
degree of freedom per point is a transversely vibrating rod or
beam. The steady-state equation of motion of a beam sub-
jected to a delta function transverse force atx501 is21

D
]4u

]x42mv2u5d~x2e!, ~5!

whereD is the flexural rigidity andm is the mass per unit
length of the beam. The beam has two degrees of freedom at
each pointx, the transverse displacementu(x) and the rota-
tion u8(x). Let us assume the beam has lengtha and satisfies
a free-boundary condition atx50

]3u

]x3 ~0!5
]2u

]x2 ~0!50, ~6!

corresponding to the vanishing of the shear force and mo-
ment, respectively. Let us consider any general impedance
condition atx5a which yields a self-adjoint boundary value
problem. The boundary condition ata must be physically
realizable, energy conserving, and frequency independent.

The admittance matrix consists of the following four
response functions:Y11, the displacementu in response to a
unit forcef, Y21, the rotationu8 in response to a unit forcef,
Y12, the displacementu in response to a local unit torquet,
andY22, the rotationu8 in response to a local unit torquet.
In terms of the Green’s functionG(x,x8), we have

Y11~v!5G~x50, x850!,

Y21~v!5Y12~v!5
]G

]x
~x50, x850!,

Y22~v!5
]2G

]x]x8
~x50, x850!. ~7!

The diagonal componentsY11 andY22 admit a pole-zero rep-
resentation by virtue of the general result for any linear sys-
tem discussed in the Introduction, but we shall demonstrate
this result directly to motivate the proof for the off-diagonal
componentsY12 andY21.

B. The diagonal case for an isolated beam

Consider the classical eigenfunction solution for the
Green’s function

G~x,x8!5
1

m(
n

cn~x!cn~x8!

vn
22v2 , ~8!

where cn(x) and vn are the eigenfunctions and eigenfre-
quencies of the system with the specified boundary condi-
tions. We are assured of the orthogonality of the eigenfunc-
tions and real eigenfrequencies by the self-adjointness of the
boundary value problem.15

Examining the expression for the admittance

Y11~v!5G~0,0!5
1

m(
n

vn
2~0!

vn
22v2 , ~9!

we note that every term in the expansion has a positive co-
efficient cn

2(0). For frequencies slightly greater thanvn ,
Y11→2`, while for frequencies slightly less thanvn11 ,
Y11→1`. There are no singularities in the interval
(vn ,vn11) and thereforeY11 is continuous in this interval.
In addition,Y11 is easily seen to be monotonic by examining
the derivativeY118 (v). Thus,Y11 must have exactly one zero
in the interval (vn ,vn11). Denote this set of zeros as
$vn,11%.

We wish to emphasize that the mathematical fact shown
above has been proven many times in various contexts. Our
purpose here is not to provide yet another proof of this fact;
rather, we have presented our version of a classical proof to
illustrate the basic mathematical technique we employ later
in the paper in the case of the cross admittance.

Simply counting the zeros in the case of the discrete
limit indicates that the zeros thus obtained are the only zeros
of Y11(v) in the complex plane, but one may also substitute
a trial solutionv5ṽ1 i z into Eq. ~9! and quickly obtainz
50 as the only solution to the imaginary part of Eq.~9!.

Consider the function

g~v!5C~v!
Pn~12v2/vn,11

2 !

Pn~12v2/vn
2!

, ~10!

where we chooseC(v) so that thev→0 behavior ofg(v)
is the same as that ofY11(v). The ratio ofg(v) to Y11(v) is
analytic everywhere, including the point at infinity, and by
Liouville’s theorem22 must therefore be a constant. We have
thus directly demonstrated the validity of the pole-zero ex-
pansion in this case.

The pole-zero representation can be shown to be valid
for theY22 component in an identical fashion, since we have

Y22~v!5
]2G

]x]x8
~0,0!5

1

m(
n

~cn8~0!!2

vn
22v2 . ~11!
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This expression is identical to Eq.~9! with the substitution
cn(0)→cn8(0), a modification which makes no difference
because the details of the coefficientscn(0) are irrelevant—
only the fact that the coefficient of each resonance denomi-
nator is positive is needed. Thus, we wish to emphasize the
following general statement we shall use often in the remain-
der of this paper:If the constant coefficients of a resonant
expansion such as Eq. (9) are all of the same sign, then the
zeros of the expansion are all real and alternate with the
poles.

Finally, we note that it is apparent that the details of the
boundary conditions, the location of the source point, and the
details of the differential equation are not important provided
the various Green’s functions exist at the excitation point. In
two and three dimensions, the Green’s functions will usually
be singular for wave-bearing systems and thus only the dis-
crete limit discussed in the previous section, or some other
regularization, is relevant.

C. The off-diagonal case for an isolated beam

In this section, we shall prove that the zeros of the off-
diagonal components of the admittance matrix of an isolated
beam are real and therefore can be represented as a pole-zero
product expansion with real poles and zeros.

Proceeding as above, we expandY12(v) as

Y12~v!5
]G

]x
~0,0!5

1

m(
n

cn~0!cn8~0!

vn
22v2 . ~12!

The expression in Eq.~12! is clearly closely related to that of
Eq. ~9!, the difference being the appearance of the quantity
cn(0)cn8(0) in the numerator rather thancn

2(0). The real
character of the zeros is related directly to the signs of this
product. In particular, as noted above, if we show that the
signs of the productcn(0)cn8(0) are all the same, the valid-
ity of the pole-zero expansion is established. Our approach
then will be to demonstrate this fact.

With this end in mind, consider the Taylor expansion of
a particular eigenfunction. We have

cn~x!5cn~0!1cn
~1!~0!x1cn

~4!~0!
x4

4!

1cn
~5!~0!

x5

5!
1¯

5cn~0!1cn
~1!~0!x1S mvn

2

D Dcn~0!
x4

4!

1S mvn
2

D Dcn
~1!~0!

x5

5!
1¯

5cn~0!S 11
mvn

2

D

x4

4!
1S mvn

2

D D 2 x8

8!
1¯ D

1cn8~0!S 11
mvn

2

D

x5

5!
1S mvn

2

D D 2 x9

9!
1¯ D ,

~13!

where we have denoted the derivativesdmc/dxm asc (m). In
the first step of Eq.~13! we have exploited the boundary
conditioncn

(2)(0)5cn
(3)(0)50, while in the second step the

governing differential equation has been used to reduce
higher derivatives to lower ones.

We now demonstrate by contradiction thatcn(0) and
cn8(0) have opposite signs, and thus the signs of the products
cn(0)cn8(0) are the same for alln. Suppose for a particularn
that cn(0) andcn8(0) have the same sign. Then, every term
in the Taylor series expansion given in Eq.~13! is positive
andcn(x) can have no zeros in the interval@0,a#. This can
only be the case for the lowest-order eigenfunction, a rigid
translation mode if it exists, since all other eigenfunctions
must have nodes.20 And, the rigid-body mode is irrelevant
becausecn8(0)50 for this case. Hence,cn(0) and cn8(0)
must have opposite signs for alln. The coefficient of every
term in the expansion, Eq.~12!, is therefore negative, and we
have proven~recall the general discussion in Sec. II B! that
the zeros of the off-diagonal componentsY12(Y21) are real in
this case.

A few observations regarding the generality of this result
are the following: The boundary conditions on the opposite
end of the beam are clearly allowed to be arbitrary provided
the resulting boundary value problem for the eigenfunctions
is self-adjoint. The excitation point, however, is restricted to
be at the end of the beam, and the boundary condition at this
point must be free. Further, the details of the differential
operator are clearly relevant insofar as the proof relies upon
details of the specific fourth-order operator for a beam in
flexure.

D. A beam attached to an arbitrary elastic structure

We examine here the important generalization of a beam
or rod attached to a general conservative elastic structure.
This modification makes no difference with respect to the
diagonal components since if one considers the system as a
whole, the general results from Sec. II guarantee the validity
of the pole-zero expansion. The off-diagonal case, however,
must be reexamined.

The coupling of the beam to the structure is assumed to
occur at the end of the beam via an admittance relationship
of the type

qi5Ỹi j ~v!F j , ~14!

relating the generalized forces to the generalized coordinates
at frequencyv via the input admittance of the attached struc-
ture Ỹi j (v). The indicesi 51,2 refer to the displacement
q15u(a) and the rotationq25u8(a) with corresponding
shear force and torque. Recalling that the shear force is given
by F15Du(3)(a) and the applied moment byF252Du(2)

3(a), the impedance coupling to a general elastic system
yields a traditional boundary value problem for the beam
apart from the frequency dependence of the admittance
Ỹi j (v). As a result of this complication, the eigenfunctions
of the beam alone are no longer orthogonal and the approach
of the previous section, which relied upon the orthogonality
of the eigenfunctions of the beam, is not immediately appli-
cable. The normal modes of the entire system are in fact
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orthogonal, but because the orthogonality results from an
integral over the entire system, this fact does not help us
show that the productcn(0)cn8(0) has a particular sign.

Our goal is once again to demonstrate that the zeros of
the various admittance functions are real. We proceed using
frequency-dependent eigenfunctions, a technique employed
by Morse and Feshbach3 in related non-self-adjoint prob-
lems. We proceed in two steps. In step one, we use the
frequency-dependent expansion to show that the products
cn(0,v)cn8(0,v) in the frequency-dependent eigenfunction
expansion all have the same sign. The singularity structure of
the admittance is thus shown to alternate. In step two, we
show that there is exactly one zero between each pair of
poles. To demonstrate this aspect, we return to the modal
expansion. The details are as follows.

Treat the frequencyv as a parameter and seek the solu-
tion of Eq. ~5! in terms of the eigenfunctions of the operator

L~v!5D
]4

]x42mv2, ~15!

subject to free-boundary conditions atx50 and the
frequency-dependent impedance boundary conditions atx
5a. The eigenfunctions ofL~v! are identical in form with
the usual eigenfunctions, exp(6ikn(v)x) and exp(6kn(v)x),
but the wave numberkn(v) is not given directly from the
dispersion relation; instead,kn(v) is determined by the
boundary conditions. The set of eigenfunctions so obtained
will be orthogonal sincev is merely a parameter and the
above boundary value problem is self-adjoint.3 The eigenval-
ues ofL~v! areDkn

4(v)2mv2, as opposed to simplyDk4,
and the resulting eigenfunction expansion for the Green’s
function is

G~x,x8!5
1

m(
n

fn~x,v!fn~x8,v!

~D/m!kn
4~v!2v2 . ~16!

The expansion given in Eq.~16! is quite similar in form to
the traditional expansion but is subtly different. The eigen-
valueskn(v) and eigenfunctionsfn(x,v) are frequency de-
pendent, and are not the resonance frequencies and normal
modes of the system. The expansion is, however, closely
related to the modal expansion.

We establish a few facts concerning the properties of
expansion before proceeding. This discussion is in part simi-
lar to considerations in Morse and Feshbach.3 The poles of
the Green’s function as a function ofv are given by the zeros
of the denominators of Eq.~16!. At a resonance frequency
vn , the denominator (D/m)kn

4(vn)2vn
250, since the solu-

tion then coincides with the usual normal-mode solution.
Thus, the frequency dependence ofkn(v) is such that each
denominator has only a single simple zero at the resonance
frequencyvn , in order that the analytic structure ofG(x,x8)
coincides with that of the normal-mode solution. Further, the
residues of each pole of (kn

4(v)2v2)21 must have the same
sign; otherwise, the alternating pole-zero result for the diag-
onal case would be violated sincefn

2(x,v)>0. We note in
passing that the eigenfunctionsfn(x,v) must be analytic in
the complexv plane, so that spurious singularities are not
introduced in the Green’s function.

We now use the same technique as that employed in Sec.
III C to show that the signs of the productsfn(0,v)fn8(0,v)
are all the same. Taylor expanding the frequency-dependent
eigenfunctionsfn(x,v) in x, we find identical results to
those given in Eq.~13! if we replace the quantities (mvn

4/D)
with the corresponding quantitieskn

4(v). Thus, the coeffi-
cients of the Taylor series expansion of the quantityfn(x,v)
are all positive, and the arguments concerning the relative
signs offn(0,v) and fn8(0,v) go through with no modifi-
cation. Thus,fn(x,v) will be strictly positive if fn(0,v)
andfn8(0,v) have the same sign, and in order to be mutually
orthogonal, only a single frequency-dependent eigenfunc-
tion, the rigid-body translational mode, may have this char-
acteristic. Recalling that the rigid-body translational mode
does not contribute to the off-diagonal component of the
Green’s function, the productfn(0,v)fn8(0,v) must be
strictly less than zero, and every term in the expansion must
have the same sign.

This fact is not enough to fully determine the character-
istics of the zeros since, unlike a standard eigenfunction ex-
pansion, the coefficients of the frequency-dependent expan-
sion, Eq.~16!, are not constants. Nevertheless, the statement
fn(0,v)fn8(0,v),0 ;n implies that for frequencies just
above each resonancevn , Y12→2`, while for frequencies
just below the following resonancevn11 , Y12→1`. Con-
tinuity thus assures the existence of at least one zero between
each pair of poles. The statement that there is exactly one
zero between each pair of poles requires us to show in addi-
tion that Y12(v) is monotonic away from the singularities.
This is more difficult to show in the frequency-dependent
expansion than in the modal expansion because of the fre-
quency dependence of the functionsfn(x,v). We therefore
proceed as follows.

Consider then the corresponding normal-mode expan-
sion forY12. The coefficients of every term in this expansion
must also have the same sign in order thatY12(vn

1)→2`
andY12(vn11

2 )→1` in agreement with the above analysis.
And therefore, based on the general discussion in Sec. III B,
we can immediately assert that the zeros ofY12(v) must all
be real and alternate with the poles of the system. The pole-
zero product expansion is thus a generally valid representa-
tion for the admittance matrix of a beam or rod in flexure
coupled to any conservative elastic system.

IV. A TWO-DIMENSIONAL SYSTEM: A PLATE STRIP

The two-dimensional character of the plate strip intro-
duces some interesting complications and our claims in this
case are not quite as strong; here, we can show in general
that there is at most one complex zero of the cross-
admittance function. The steady-state flexural motion of a
vibrating plate is governed by the two-dimensional analog of
Eq. ~5!

DS ]2

]x2 1
]2

]y2D 2

u2mv2u5 f d~r !. ~17!

We assume the system to be a strip finite in thex direction
and impose periodic boundary conditions in they direction.
The boundary value problem hence approximately models
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the flexural motion of an annular plate at frequencies above
the ring frequency. The Green’s function can be expanded in
Fourier components in they direction, resulting in the effec-
tively one-dimensional system for each value ofky

DS ]2

]x22ky
2D 2

u2mv2u5 f d~x1!. ~18!

The plate is taken to be free on the edgex50 subjected to
excitation and hence satisfies the Kirchhoff boundary
conditions20

u~3!~0!5~22n!ky
2u~1!~0!, u~2!~0!5nky

2u~0!. ~19!

The two degrees of freedom in this case are again the dis-
placementu and the angular displacement]u/]x. We first
examine the case in which the edge atx5a satisfies a gen-
eral self-adjoint boundary condition.

The four eigenfunctions of the homogeneous plate op-
erator with eigenvalueDkf

4 are of the form exp(ikxx), with
kx5$6(kf

22ky
2)1/2,6 i (kf

21ky
2)1/2%. Imposition of the

boundary conditions yields the resonance frequenciesvn(ky)
and associated eigenfunctionscn(x,ky). Thus, we have the
normal-mode expansion for the Green’s function for eachky

G~x,x8,ky!5
1

m(
n

cn~x,ky!cn~x8,ky!

vn
2~ky!2v2 . ~20!

The off-diagonal components of the Green’s function are
given by the analog to Eq.~7!

Y125Y215
]G~0,0,ky!

]x
5

1

m(
n

cn8~0,ky!cn~0,ky!

vn
2~ky!2v2 .

~21!

We continue in analogy with the beam case; our goal is
to demonstrate that the signs of the products
cn8(0,ky)cn(0,ky) are all the same, with the immediate con-
clusion that the zeros are real. Consider the Taylor series for
cn(x,ky). We seek to eliminate the higher derivatives in this
expansion recursively using the equations of motion, Eq.
~18!, in the form

]mcn~x,ky!

]xm 52ky
2 ]m22cn~x,ky!

]xm22 1S mvn
2

D
2ky

4D
3

]m24cn~x,ky!

]xm24 , ~22!

wherem>4. Here, unlike in the plate case, the coefficients
in this recursion are not necessarily positive.

To proceed, we assert that there is at most a single ei-
genvalue, the lowest eigenvalue, which can violate the con-
dition ((mvn

2/D)2ky
4).0. This fact can be shown as fol-

lows. Consider the governing equation, Eq.~18!, for free–
free boundary conditions. In this case, it has been shown by
Fletcheret al.23,24 that there is a single eigenvalue such that
((mvn

2/D)2ky
4),0, and that all other eigenvalues satisfy

((mvn
2/D)2ky

4).0. The Rayleigh–Courant–Fisher
theorem20,25 then implies that the effect of any additional
constraints, the imposition of boundary conditions for ex-
ample, shifts each eigenvalue upwards from these values.

Thus, in general, we have the result that there isat mosta
single eigenfrequency, the lowest mode, for which
((mvn

2/D)2ky
4),0.

Let us restrict our attention then to any of the higher
modescn(x,ky) for which we have ((mvn

2/D)2ky
4).0. For

any of these modes, the Taylor series expansion may be re-
cursively reduced to contain at most third derivatives using
the expression Eq.~22!, and the coefficients resulting from
this procedure will all be positive. The Taylor series for
cn(x,ky) may then be further reduced using the Kirchhoff
boundary conditions, Eq.~19!, to eliminate the second and
third derivatives; note that the coefficients encountered in
this step are also positive. This results in the expansion

cn~x,ky!5cn~0,ky! (
m50

`

am~ky!x2m

1cn8~0,ky! (
m50

`

bm~ky!x2m11, ~23!

where the coefficient functionsam(ky) andbm(ky) are there-
fore positive. The requirement that the$cn(x,ky)% be an or-
thogonal set implies thatcn(0,ky) and cn8(0,ky) must have
opposite signs, and the zeros ofY12 are hence real and alter-
nate with the poles, with the possible exception of the lowest
zero.

The generalization of this result to the case of a plate
strip attached to an arbitrary system with translational sym-
metry in they direction closely follows the analysis of the
beam case, and we omit the details in the interest of brevity.
No difficulties are encountered in the extension, however,
and the corresponding results concerning the zeros are valid
in the case of a plate strip attached to a general, energy-
conserving, elastic structure.

V. AN EXPLICIT EXAMPLE: THE ADMITTANCE
MATRIX OF A FREE–FREE BEAM

The free–free beam is a simple example for which the
pole-zero representation for the admittance may be explicitly
worked out. We employ a direct solution technique which
illustrates one method by which the zeros may be obtained
and discuss other solution techniques. The admittance may
be evaluated exactly, approximated by a truncated pole-zero
expansion, and approximated by a traditional truncated
modal expansion. The results from the truncated expansions
are compared to exact analytical results. Of course, the solu-
tion of this boundary value problem employing traditional
methods is well known.21 Nevertheless, we give some ex-
plicit formulas to enable the reader to quickly reproduce the
detailed results of this section.

The equations of motion and the boundary conditions
are given in Eqs.~5! and ~6!. The exact solution is obtained
by interpreting the external force or moment as a boundary
condition. This leads to the boundary conditions atx50

]2u

]x2 ~0!50,
]3u

]x3 ~0!51/D ~source d~x!!,

]2u

]x2 ~0!521/D,
]3u

]x3 ~0!50 ~source2d8~x!!, ~24!
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for an applied force or moment, respectively. A closed-form
expression for the Green’s function, the delta function force
case, may be obtained without difficulty

G~x,0!5
g~x!

2k3D~cos~ka!cosh~ka!21!
, ~25!

where

g~x!5coshk~a2x!sin~ka!1cosh~ka!sink~a2x!

1cosk~a2x!sinh~ka!2cos~ka!sinhk~a2x!

1sin~kx!2sinh~kx!.

A similar expression results in the case of a moment excita-
tion. The various components of the admittance matrix are
then evaluated according to Eq.~7!; in particular Y11

5G(0,0) andY125Y215G8(0,0).
The classical modal solution for the Green’s function is

G~x,x8!5
1

m(
n

cn~x!cn~x8!

vn
22v2 , ~26!

where thevn andcn(x) are the eigenfrequencies and eigen-
functions of the beam equation with free–free boundary con-
ditions. The first two eigenfunctions are rigid-body modes
with zero resonance frequency,c0(x)5(1/a)1/2 and c1(x)
5(3/a)1/2(122x/a), corresponding to rigid translation and
rotation, respectively. The remaining modes must be calcu-
lated numerically. Our results are in agreement with the
literature.26

The pole-zero solution employs the eigenvalues ob-
tained in the normal-mode solution. In addition, we must
evaluate the appropriate antiresonance frequencies. In the
case ofY11, we seek the frequencies at which the displace-
ment at the excitation point vanishes when the beam is sub-
jected to a shear force at the end. We note that the solution at
these frequencies will satisfy the boundary conditions of a
simply supported beam

]2u

]x2 ~0!50, u~0!50. ~27!

These are the complementary boundary conditions to those
of the forced problem. The set of eigenfrequencies so ob-
tained by solving this related boundary value problem yields
the antiresonance frequencies ofY11.

In the off-diagonal case,Y12, the manipulations are
identical. We seek the frequencies at which the angular dis-
placement at the excitation point vanishes when the beam is
subjected to a shear force at the end, and note that the solu-
tion at these frequencies will satisfy the boundary conditions

]3u

]x3 ~0!50, u~0!50. ~28!

In this case, the boundary conditions donot specify a physi-
cally realizable boundary value problem; that is, the bound-
ary value problem is not self-adjoint. Thus, the eigenfrequen-
cies obtained by solving this homogeneous set of equations
arenot the resonance frequencies of another physically real-
izable system, and are in general complex. Nevertheless, we
are guaranteed by the results of the preceding sections that

the solutions of the boundary value problem specified by Eq.
~28! will have real eigenfrequencies$vn,12%.

The pole-zero solution forYi j (v) is hence

Yi j ~v!5Ci j ~v!
Pn~12v2/vn,i j

2 !

Pn.2~12v2/vn
2!

, ~29!

where Ci j (v) is determined by evaluating thev→0 re-
sponse of the Green’s function. It is straightforward to show
that

Ci j ~v!5
1

mv2a H 24 ~ for Y11!

6/a ~ for Y21 and Y12!

212/a2 ~ for Y22!

. ~30!

The exact modal and pole-zero solutions are shown in
Figs. 1–3 for the three distinct components of the admittance
matrix. The truncated expansions are required to have equal
numbers of unknowns. In the modal expansion, each term
contains two unknowns, the resonance frequency and mode
amplitude. This corresponds to the ratio of a single zero and
pole of the pole-zero expansion. Both approximate solutions
are truncated to the first term in the expansion and can be
expected to be valid only for frequencies below or of order
the first resonance frequency. Both expansions in this ex-
ample contain two numerically determined constants; the
first resonance frequency and associated modal amplitude in
the case of the modal expansion, and the first resonance fre-
quency and first antiresonance frequency in the pole-zero
expansion. The reciprocals of the admittance are displayed
so that the accuracy of the solutions near the antiresonances,
the range of most difficulty for the truncated modal expan-
sions, can be most easily seen. Note that resonances will
therefore appear in the plots as zeros and antiresonances as
singularities.

FIG. 1. The reciprocal of the Green’s functionG11 for a free–free beam
calculated exactly~solid line!, with a pole-zero product expansion truncated
to a single pole and zero~dotted line! and a modal expansion truncated to a
single term~dashed-dotted line!.

1176 J. Acoust. Soc. Am., Vol. 115, No. 3, March 2004 D. M. Photiadis and M. H. Marcus: A pole-zero representation



A single term in the pole-zero expansion is seen to pro-
vide an excellent approximation for all frequencies below the
first resonance, while the modal expansion works well for
the ~11! component but not nearly so well for the~21! and
~22! components. It would seem from this example that the
accuracy of the truncated modal expansion is decreased if the
poles and zeros are farther apart from one another. We have,
however, made no attempt to quantify the accuracy of the
truncated pole-zero expansion relative to the truncated modal
expansion in a general way.

It is worth noting that this failure of the truncated modal
expansion is known in the literature, and various steps can be
taken to improve the expansion.16–19 Generally, these steps
involve adding modal information not contained in the trun-
cated expansion. We have found, for example, that the modal
truncation augmentation method, which involves adding a
single term resembling the load, performs quite well. These
methods may or may not be preferable to the pole-zero ex-
pansion depending on the demands of a particular applica-
tion. We merely note that these approaches do involve add-
ing additional information, and by necessity will be
somewhat more algebraically complicated than their pole-
zero counterparts; on the other hand, they have been fairly
well tested.19

VI. CONCLUSIONS

We have investigated the properties of the admittance
matrix of two of the simplest multidegree of freedom, wave-
bearing systems, namely beams and plate strips in flexure. In
both types of systems, at each pointx, the displacementu(x)
and the angular displacementu8(x) are independent and the
admittance of the system at any point is therefore a 232
matrix.

We have shown that all the components of the admit-
tance matrix for edge-excited beam and plate strip systems
can be represented as pole-zero product expansions such that
all the poles and almost all the zeros are real. The results we
have obtained here are valid for a fairly wide class of sys-
tems because the beam, or plate strip, may be attached to an
arbitrary conservative system. This statement must be quali-
fied somewhat in that the attached system is assumed not to
induce coupling to the previously uncoupled degrees of free-
dom; for example, the attached structure is not allowed to
couple flexural motion to longitudinal motion in the beam.
The pole-zero representation may be valid in this context,
but we have not demonstrated that it is.

The main new mathematical statement we have obtained
concerns the zeros of the off-diagonal elements of the admit-
tance matrix. We have shown that for beams, the zeros are
always real and alternate with the poles. In the plate case
with nonzero transverse wave number, we have shown that
this is almost always true. The exceptional case concerns the
lowest zero which can in principle be complex depending on
the boundary conditions. We note, however, that we have not
observed this anomalous behavior in any example, and that it
is possible that the ‘‘theorem’’ holds even in this case.

The pole-zero expansion assures the accuracy of trun-
cated approximations near both the resonance and antireso-
nance frequencies, and is therefore better behaved than cor-
responding truncated modal expansions. Thus, this approach
offers improved accuracy and simpler expressions than tra-
ditional elementary coupled oscillator representations.

Our results have several implications. First, we have in-
creased the general theoretical knowledge in this area. For
systems in which beams or long plates effectively couple
vibrating subsystems to one another, we are now assured that
a pole-zero product representation can be used to represent
the entire admittance matrix. This implies not only that pole-
zero product expansions with real poles and zeros can be

FIG. 2. The reciprocal of the Green’s functionG21 for a free–free beam
calculated exactly~solid line!, with a pole-zero product expansion truncated
to a single pole and zero~dotted line! and a modal expansion truncated to a
single term~dashed-dotted line!.

FIG. 3. The reciprocal of the Green’s functionG22 for a free–free beam
calculated exactly~solid line!, with a pole-zero product expansion truncated
to a single pole and zero~dotted line! and a modal expansion truncated to a
single term~dashed-dotted line!.

1177J. Acoust. Soc. Am., Vol. 115, No. 3, March 2004 D. M. Photiadis and M. H. Marcus: A pole-zero representation



used in an algebraic modeling context, but in addition im-
plies that the cross-admittance functions have the same
mathematical properties as the diagonal elements.

An application of particular interest to the authors con-
cerns the vibration of ribbed plates and shells. Quantitative
predictions of the propagation modes of ribbed shells have
been difficult to obtain for many years,9,27,28and only finite-
element models have been successful. The fundamental
problem encountered by researchers has been simple; the
modeling of the impedance matrix of the ribs in the various
models has typically been inadequate. Modal expansions of
the rib impedance matrices have not been seriously at-
tempted, no doubt in part because of the complexity expan-
sions of this sort are known to add to an already complicated
problem in order to obtain accurate results, even at relatively
low frequencies.29 A pole-zero approximation of lowest order
would resolve this problem; it would be fairly accurate and
nearly as simple as a single oscillator representation. Thus,
for example, we expect researchers to be able to obtain ac-
curate analytical predictions of the dispersion curves of
framed shells using this method.

Finally, it does not seem unreasonable to the authors to
expect that extensions of the theorem can be made. Various
extensions would seem to be fairly straightforward. One as-
pect which seems almost certain to be unnecessarily restric-
tive concerns the fact that the attachment and excitation
points must be at the ends of the structure. Another aspect
concerns the coupling of flexure to other components. We
have established in a number of examples that the theorem
continues to be valid for this generalization, but have not yet
pursued a general mathematical proof. Finally, our results do
seem to indicate that the theorem or some variant may in fact
be true for almost all linear vector systems, a result which
would have far-reaching significance.
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Time-averaged acoustic energy density can be estimated using the auto- and cross-spectral densities
between two closely spaced microphones. In this paper, an analysis of the random errors that arise
using two microphone measurements is undertaken. An expression for the normalized random error
of the time-averaged acoustic energy density spectral density estimate is derived. This expression is
verified numerically. The lower and upper bounds of the normalized random error are derived. It is
shown that the normalized random error of the estimate is not a strong function of the sound field
properties, and is chiefly dependent on the number of records averaged. ©2004 Acoustical Society
of America. @DOI: 10.1121/1.1639334#
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I. INTRODUCTION

Acoustic energy density is defined as the sum of the
acoustic potential energy density and the acoustic kinetic en-
ergy density at a point. It has been shown1 that energy den-
sity provides a significantly better estimate of the total acous-
tic energy within an enclosure than does the acoustic
potential energy~estimated by microphones!. Subsequently,
several authors have found energy density to be an effective
sensor for active noise control applications, as it measures
the total energy at a point, and generally outperforms
microphones.2–6

The bias errors arising from the inherent and instrumen-
tation errors in energy density sensing have been thoroughly
investigated.7–9 Additionally, the estimation of potential en-
ergy density and kinetic energy density in the frequency do-
main and the associated statistical errors have been discussed
by Elko.10 In this paper, the statistical errors associated with
the estimation of total acoustic energy density are analyzed.

An expression for the estimation of time-averaged total
acoustic energy density in the frequency domain has been
previously derived.11 In this paper, an expression for the nor-
malized random error of this estimate is derived. The method
here is similar to that used to derive the normalized random
error in the estimation of sound intensity.12

A Simulink model will be used to simulate the estima-
tion of the time-averaged acoustic energy density. The result-
ing measurements will be analyzed to verify the derived ex-
pression for the normalized random error.

It will be shown that the normalized random error does
not depend heavily upon the nature of the sound field being
measured. In fact, it is bounded between two functions de-
pendent only onnd , the number of records averaged to pro-
duce the ‘‘smooth’’ spectral density estimates used in the
expression for the time-averaged acoustic energy density
spectral density estimate. As a result, the averaging time re-

quired to attain a desired level of accuracy can be chosen
without knowledge of any of the specifics of the experiment.

II. ANALYTICAL DERIVATION OF THE RANDOM
ERROR

The instantaneous acoustic energy density,ED(t), at a
point is defined as the sum of the acoustic potential energy
density,U(t), and the acoustic kinetic energy density,T(t),
at that point, given by13

U~ t !5
p2~ t !

2rc2
, ~1!

T~ t !5
rv2~ t !

2
, ~2!

ED~ t !5U~ t !1T~ t !5
p2~ t !

2rc2
1

rv2~ t !

2
, ~3!

wherep(t) andv(t) are the instantaneous pressure and par-
ticle velocity magnitude, respectively, at that point,c is the
speed of sound, andr is the mean density of the fluid.

It has been shown11 that, using the two-microphone
measurement method with a microphone separation distance
of 2h, the single-sided time-averaged acoustic energy den-
sity spectral density is approximated by

ED~v!'S 1

8rc2
1

1

8rv2h2D ~G11~v!1G22~v!!

1S 1

8rc2
2

1

8rv2h2D ~2 Re@G12~v!#!, ~4!

whereG11(v) andG22(v) are the single-sided auto-spectral
densities, andG12(v) is the single-sided cross-spectral den-
sity, of the two microphone pressure signals. If the cross-
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spectral density is separated into real and imaginary compo-
nents,G12(v)5C12(v)1 jQ12(v), Eq. ~4! can be rewritten
as

ED~v!'S 1

8rc2
1

1

8rv2h2D ~G11~v!1G22~v!!

1S 1

8rc2
2

1

8rv2h2D ~2C12~v!!. ~5!

An estimate of the time-averaged acoustic energy den-
sity spectral density is given by

ˆ
ED̄~v!'S 1

8rc2
1

1

8rv2h2D ~Ĝ11~v!1Ĝ22~v!!

1S 1

8rc2
2

1

8rv2h2D ~2Ĉ12~v!!, ~6!

whereĜ11(v), Ĝ22(v), andĈ12(v) are ‘‘smooth’’ estimates
of the auto-spectral densities and the real part of the cross-
spectral density, obtained by averagingnd statistically inde-
pendent ‘‘raw’’ estimates.

Estimates of time-averaged potential energy density and
time-averaged kinetic energy density are given by

ˆ
U~v!'

1

8rc2
~Ĝ11~v!1Ĝ22~v!12Ĉ12~v!!, ~7!

ˆ
T~v!'

1

8rv2h2
~Ĝ11~v!1Ĝ22~v!22Ĉ12~v!!. ~8!

Elko10 derived the normalized random error of these es-
timates. While the derivations were based upon incorrect ex-
pressions for the estimates, the method and results remain
valid:

e~
ˆ
U~v!!'

1

And

, ~9!

e~
ˆ
T~v!!'

1

And

. ~10!

It can be shown that the variance of the estimate in Eq.
~6! is, to a first-order approximation,

var$
ˆ

ED̄~v!%'S ]
ˆ

ED̄

]Ĝ11
D 2

var$Ĝ11~v!%1S ]
ˆ

ED̄

]Ĝ22
D 2

var$Ĝ22~v!%1S ]
ˆ

ED̄

]Ĝ12
D 2

var$Ĉ12~v!%

12S ]
ˆ

ED̄

]Ĝ11
D S ]

ˆ
ED̄

]Ĝ22
D cov$Ĝ11~v!,Ĝ22~v!%12S ]

ˆ
ED̄

]Ĝ11
D S ]

ˆ
ED̄

]Ĝ12
D cov$Ĝ11~v!,Ĉ12~v!%

12S ]
ˆ

ED̄

]Ĝ22
D S ]

ˆ
ED̄

]Ĝ12
D cov$Ĝ22~v!,Ĉ12~v!%, ~11!

where the derivatives are evaluated at the true values
Ĝ11(v)5G11(v), Ĝ22(v)5G22(v), andĈ12(v)5C12(v).

Assuming stationary Gaussian random signals, the rel-
evant variances and covariances are14

var$Ĝ11~v!%5
G11

2 ~v!

nd
, ~12!

var$Ĝ22~v!%5
G22

2 ~v!

nd
, ~13!

var$Ĉ12~v!%5
G11~v!G22~v!1C12

2 ~v!2Q12
2 ~v!

2nd
,

~14!

cov$Ĝ11~v!,Ĝ22~v!%5
uG12~v!u2

nd
, ~15!

cov$Ĝ11~v!,Ĉ12~v!%5
G11~v!C12~v!

nd
, ~16!

cov$Ĝ22~v!,Ĉ12~v!%5
G22~v!C12~v!

nd
. ~17!

Therefore,
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var$
ˆ

ED̄~v!%'S 1

8rc2
1

1

8rv2h2D 2
G11

2 ~v!

nd
1S 1

8rc2
1

1

8rv2h2D 2
G22

2 ~v!

nd
14S 1

8rc2
2

1

8rv2h2D 2

3
G11~v!G22~v!1C12

2 ~v!2Q12
2 ~v!

2nd
12S 1

8rc2
1

1

8rv2h2D 2 uG12~v!u2

nd
14S 1

8rc2
1

1

8rv2h2D
3S 1

8rc2
2

1

8rv2h2D G11~v!C12~v!

nd
14S 1

8rc2
1

1

8rv2h2D S 1

8rc2
2

1

8rv2h2D G22~v!C12~v!

nd
. ~18!

Noting that

@ED~v!#2'S 1

8rc2
1

1

8rv2h2D 2

~G11
2 ~v!1G22

2 ~v!12G11~v!G22~v!!

1S 1

8rc2
2

1

8rv2h2D 2

~4C12
2 ~v!!12S 1

8rc2
1

1

8rv2h2D S 1

8rc2
2

1

8rv2h2D ~G11~v!1G22~v!!~2C12~v!!,

~19!

it can be seen that

var$
ˆ

ED̄~v!%'
1

nd
F @ED~v!#212S 1

8rc2
2

1

8rv2h2D 2

~G11~v!G22~v!2C12
2 ~v!2Q12

2 ~v!!

12S 1

8rc2
1

1

8rv2h2D 2

~ uG12~v!u22G11~v!G22~v!!G . ~20!

SinceC12
2 (v)1Q12

2 (v)5uG12(v)u25g12
2 (v)G11(v)G22(v), whereg12

2 (v) is the coherence between the two microphone
pressure signals,

var$
ˆ

ED̄~v!%'
1

nd
F @ED~v!#228S 1

8rc2D S 1

8rv2h2D ~12g12
2 ~v!!G11~v!G22~v!G . ~21!

Therefore, the normalized random error of the estimate
ˆ

ED̄(v), defined as

e~
ˆ

ED̄~v!!5
Avar$

ˆ
ED̄~v!%

ED~v!
, ~22!

is

e~
ˆ

ED̄~v!!'
1

And

F 12

8S 1

8rc2D S 1

8rv2h2D ~12g12
2 ~v!!G11~v!G22~v!

@ED~v!#2
G 1/2

. ~23!

Since Re@G12(v)#5uG12(v)ucosf12(v)5g12(v)AG11(v)G22(v) cosf12(v), wheref12(v) is the phase angle between
the two microphone pressure signals andg12(v) is the positive square root ofg12

2 (v), Eq. ~4! can be rewritten as

ED~v!'S 1

8rc2
1

1

8rv2h2D ~G11~v!1G22~v!!1S 1

8rc2
2

1

8rv2h2D ~2g12~v!AG11~v!G22~v! cosf12~v!!. ~24!

Substituting Eq. ~24! into Eq. ~23! and multiplying the numerator and denominator of the fraction by
(8rv2h2)2/@4G11(v)G22(v)# yields

e~
ˆ

ED̄~v!!'
1

And
F12

2~kh!2~12g12
2 ~v!!

@~~kh!211!X1~~kh!221!g12~v!cosf12~v!#2G 1/2

, ~25!

where the wave number is given byk5v/c, and

X5
1

2 SAG11~v!

G22~v!
1AG22~v!

G11~v!
D . ~26!

1181J. Acoust. Soc. Am., Vol. 115, No. 3, March 2004 Ghan et al.: Statistical errors in acoustic energy density



If the auto-spectral densities of the two microphone pressure signals are approximately equal,G11(v)'G22(v), then
X'1, so

e~
ˆ

ED̄~v!!'
1

And
F12

2~kh!2~12g12
2 ~v!!

@~~kh!211!1~~kh!221!g12~v!cosf12~v!#2G 1/2

. ~27!

The normalized random error for this case is plotted in Fig.
1, assuming that the phase between the two signals is solely
due to the propagation delay so thatf1252kh. It is impor-
tant to note that while the bias errors that occur when using
the two-microphone method are affected by spatial aliasing,
the random errors are not.

III. SIMULINK SIMULATION

A Simulink model~see Fig. 2! was created to simulate
the two-microphone method for estimating acoustic energy
density.

The two microphone pressure signals were calculated by
simulating two points in a free space pressure field generated
by a white noise point source. The transfer function from a
monopole point source to a sensor at distancer is

G~s!5
1

r
e2~r /c!s, ~28!

wherec is the speed of sound. These transfer functions were
implemented using a second-order Pade´ approximation in
series with a gain. In order to vary the coherence between the
two pressure readings, an amount of incoherent noise was
introduced to one of the signals.

To compute a single estimate, a frequency spectrum of
each of the microphone pressure readings was obtained by
performing a 512 point fast Fourier transform~FFT! ~see
Fig. 3!. The auto- and the cross-spectral densities were then
calculated, and Eq.~4! was applied to produce an acoustic
energy density spectral density estimate withnd51 ~see Fig.

3!. A number,N, of acoustic energy density spectral density
estimates were calculated, and the standard deviation of each
spectral line was divided by the mean value to produce an
estimate of the normalized random error.

The microphone pressure readings,p1 andp2 , were also
sampled in the time domain. Each time signal was divided
into overlapping 512 point sections, each of which was win-
dowed. The FFTs of these windowed sections were averaged
to obtain spectra estimates, which were then used to calculate
the auto- and cross-spectral densities, coherence and phase
angle. Equation~25! was applied to calculate the normalized
random error.

Comparisons of the results between the two methods for
estimating the normalized random error for various values of
N are shown in Fig. 4. As the number,N, of acoustic energy
density estimates used in the average increases, the estimate
of the normalized random error converges to that predicted
by the derived equation~25!. This would seem to confirm the
validity of the expression for the normalized random error of
the acoustic energy density spectral density estimate.

IV. BOUNDS OF THE RANDOM ERROR

Since the fraction in Eq.~25! is always non-negative, the
normalized random error is bounded above by

e~
ˆ

ED̄~v!!<
1

And

, ~29!

and equality occurs wheng12
2 (v)51.

The denominator of the fraction in Eq.~25! can be rear-
ranged as

@~~kh!211!X1~~kh!221!g12~v!cosf12~v!#2

5@~X1g12~v!cosf12~v!!~kh!2

1~X2g12~v!cosf12~v!!#2. ~30!

Since the arithmetic mean of

~X1g12~v!cosf12~v!!~kh!2

and

~X2g12~v!cosf12~v!!

is greater than or equal to their geometric mean,

@~X1g12~v!cosf12~v!!~kh!21~X2g12~v!cosf12~v!!#2

>4~X22g12
2 ~v!cos2 f12~v!!~kh!2. ~31!

Since cos2 f12(v)<1,

4~X22g12
2 ~v!cos2 f12~v!!~kh!2>4~X22g12

2 ~v!!~kh!2.
~32!

FIG. 1. Normalized random error of the acoustic energy density estimate
(nd51), for 2h550 mm, c5343 m s21. It is assumed thatG11(v)
'G22(v) andf1252kh. When the microphone separation distance exceeds
l/2, half the wavelength, the bias errors become very large, so the random
error is unimportant. In this case, this occurs at frequencies above 3430 Hz.
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Equation~30! and inequalities~31! and ~32! yield

@~~kh!211!X1~~kh!221!g12~v!cosf12~v!#2

>4~X22g12
2 ~v!!~kh!2. ~33!

Therefore,

12g12
2 ~v!

2~X22g12
2 ~v!!

>
2~kh!2~12g12

2 ~v!!

@~~kh!211!X1~~kh!221!g12~v!cosf12~v!#2
,

~34!

so that the normalized random error is bounded below by

e~
ˆ

ED̄~v!!>
1

And
F12

12g12
2 ~v!

2~X22g12
2 ~v!!

G 1/2

. ~35!

Equality occurs in inequality ~31! when (X
1g12(v)cosf12(v))(kh)25(X2g12(v)cosf12(v)), and
equality occurs in inequality~32! when cos2 f12(v)51.
Therefore, equality occurs in inequality~35! either when
f12(v)50 and (X1g12(v))(kh)25(X2g12(v)), or when
f12(v)5p and (X2g12(v))(kh)25(X1g12(v)).

Inequalities~29! and ~35! together yield

1

And
F2X2212g12

2 ~v!

2X222g12
2 ~v!

G 1/2

<e~
ˆ

ED̄~v!!<
1

And

. ~36!

WhenG11(v)5G22(v), X51 so that the lower bound
in Eq. ~36! becomes 1/A2nd. The definition ofX ~26! shows

that X>1 always, since the arithmetic mean of
AG11(v)/G22(v) and AG22(v)/G11(v) is greater than or
equal to their geometric mean. Therefore,

2X2212g12
2 ~v!

2X222g12
2 ~v!

512
12g12

2 ~v!

2~X22g12
2 ~v!!

>12
12g12

2 ~v!

2~12g12
2 ~v!!

5
1

2
. ~37!

This shows that the lower bound for the normalized random
error is minimum at 1/A2nd whenG11(v)5G22(v). Indeed,

1

A2nd

<e~
ˆ

ED̄~v!!<
1

And

. ~38!

V. DISCUSSION

The expression~36! shows that the normalized random
error of time-averaged acoustic energy density spectral den-
sity estimates is always bounded within a narrow tolerance.
As the upper bound in Eq.~29! is dependent only onAnd,
the number of records averaged, it can be ensured that the
normalized random error is no greater than a specified toler-
ance by an appropriate choice ofnd , without the need to
know any other information about the measurement. Thus it
is not in fact necessary to first estimate the coherence or
phase angle.

FIG. 2. The simulated sound field. The microphones
~separation distance, 2h550 mm) are placed at dis-
tances r 155.00 m and r 255.05 m from the noise
sources. The primary noise source produces continuous
white noise of 1.0 Pa at 1 m~94 dB re 20 mPa!. The
secondary~contaminating! noise source produces con-
tinuous white noise of 0.010 Pa at 1 m~54 dB re 20
mPa!. Speed of sound,c5343 m s21, and density of air,
r51.21 kg m23. The ‘‘energy density calculation’’ sub-
model is shown in Fig. 3.

FIG. 3. Model for the calculation of the time-averaged acoustic energy density estimate using the frequency domain expression in terms of the auto- and
cross-spectral densities of the two pressure readings.
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The lower bound in Eq.~38! shows that the averaging
time resulting from this approach will exceed the minimum
necessary averaging time at most by a factor of&.

VI. CONCLUSIONS

An expression for the normalized random error of the
time-averaged acoustic energy density spectral density esti-
mates has been derived. A simulation in Simulink was used
to validate the expression numerically. The estimates of the
normalized random error resulting from the simulated mea-
surements agree with the error predicted by the expression.

Because the normalized random error is only heavily
dependent onnd , an experiment can be designed to achieve
a desired normalized random error without measuring the
local properties of the sound field first.

1R. K. Cook and P. A. Schade, ‘‘New method for the measurement of the
total energy density of sound waves,’’ in Proceedings of Inter-Noise 74,
1974, pp. 101–106.

2P. J. Nashif and S. D. Sommerfeldt, ‘‘An active control strategy for mini-
mising the energy density in enclosures,’’ in Proceedings of Inter Noise
92, 1992, pp. 357–361.

3W. Shen and J. Q. Sun, ‘‘A study of shell interior noise control,’’ Proc.
SPIE3041, 812–818~1997!.

4Y. C. Park and S. D. Sommerfeldt, ‘‘Global attenuation of broadband
noise fields using energy density control,’’ J. Acoust. Soc. Am.101, 350–
359 ~1997!.

5S. D. Sommerfeldt and P. J. Nashif, ‘‘A comparision of control strategies
for minimising the sound field in enclosures,’’ in Proceedings of Noise-
Con 91, 1991, pp. 299–306.

6S. D. Sommerfeldt and J. Parkins, ‘‘Active control of energy density in
three dimensional enclosures,’’ J. Acoust. Soc. Am.95, 2989~1994!.

7B. S. Cazzolato and C. H. Hansen, ‘‘Errors arising from three-dimensional
energy density sensing in one-dimensional sound fields,’’ J. Sound Vib.
236, 375–400~2000!.

8J. W. Parkins, S. D. Sommerfeldt, and J. Tichy, ‘‘Error analysis of a
practical energy density sensor,’’ J. Acoust. Soc. Am.108, 211–222
~2000!.

9B. S. Cazzolato and C. H. Hansen, ‘‘Errors in the measurement of acoustic
energy density in one-dimensional sound fields,’’ J. Sound Vib.236, 800–
831 ~2000!.

10G. W. Elko, ‘‘Frequency domain estimation of the complex acoustic in-
tensity and acoustic energy density,’’ PhD thesis, The Pennsylvania State
University, 1984.

11J. Ghan, B. S. Cazzolato, and S. D. Snyder, ‘‘Expression for the estimation
of time-averaged acoustic energy density using the two-microphone
method,’’ J. Acoust. Soc. Am.113, 2404–2407~2003!.

12A. F. Seybert, ‘‘Statistical errors in acoustic intensity measurements,’’ J.
Sound Vib.75, 519–526~1981!.

13F. Fahy,Sound Intensity, 2nd ed.~E&FN Spon, London, 1995!.
14J. S. Bendat and A. G. Piersol,Random Data—Analysis and Measurement

Procedures, 2nd ed.~Wiley, New York, 1986!.

FIG. 4. Estimates of the normalized random error of the acoustic energy
density spectral density estimates, obtained from the standard deviation of
measurements, compared with the calculated normalized random error as
predicted by the derived theoretical expression. Results are shown for~a! 10,
~b! 100, and~c! 1000 acoustic energy density spectral density estimates.

1184 J. Acoust. Soc. Am., Vol. 115, No. 3, March 2004 Ghan et al.: Statistical errors in acoustic energy density



Classification of distant targets situated near channel bottoms
Hongwei Liu, Paul Runkle, and Lawrence Carina)

Department of Electrical and Computer Engineering, Duke University, Durham, North Carolina 27708-0291

Timothy Yoder
SFA Inc., Largo, Maryland 20774

Thomas Giddings
Metron, Inc., Reston, Virginia 20190

Luise Couchman and Joseph Bucaro
Naval Research Laboratory, Physical Acoustics, Code 7130, Washington, DC 20375-5000

~Received 20 May 2002; revised 7 November 2003; accepted 19 November 2003!

Identification algorithms are considered for a class of targets situated near the bottom of a water
channel. It is assumed that the target-sensor distance relative to the channel depth is such that a
ray-based representation of the scattered fields is appropriate~vis-à-visa modal representation!. Two
approaches are considered for processing the scattered fields. In one algorithm a deconvolution is
performed to remove the channel response, and thereby recover the free-field target scattered
signature. In this case the classifier is trained based on free-field data. In the second approach the
array receiver is employed to point the sensor in particular directions, and the beam-formed signal
is used directly in the subsequent classifier. In this case the classifier must be trained based on
in-channel data. Multiple scattered signals are measured, from a sequence of target-sensor
orientations, with the waveforms classified via a hidden Markov model. Example results are
presented for scattering data simulated via the finite-element method and coupled to a normal-mode
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America. @DOI: 10.1121/1.1643363#

PACS numbers: 43.60.Lq, 43.60.Pt, 43.60.Bf@JCB# Pages: 1185–1197

I. INTRODUCTION

The use of scattered fields to infer the identification of a
distant or concealed target constitutes a problem of long-
standing interest. It is well known that scattered fields are a
strong function of the target sensor-orientation1 motivating
research on classification algorithms based on fusing the in-
formation in multiple scattered signatures.2–6Although these
methods have realized good results, they have generally been
applied to the free-field case. In this paper, elastic targets are
situated in a water channel. For this situation the target scat-
tered signature is often significantly distorted by multipath
propagation, with such dependent on the sensing parameters,
such as target and receiver location, water depth, seabed
geoacoustic parameters, etc. A ray-based representation is
applied to characterize channel effects. The ray model is ap-
propriate for a subset of channel depths and target-sensor
distances. In particular, when the target-sensor distance is
large relative to the channel depth, a modal representation is
required.

The target-in-channel problem may be addressed in two
ways. One may attempt to deconvolve the channel effects
from the target-scattered signal, to recover an approximation
of the scattered signal in the absence of the channel. The
subsequent classifier may be based on monostatic free-field
scattering data. In this sense one may directly apply existing
free-field classifiers.2–5 The channel effects are typically rep-

resented by using a Green’s function, and the received acous-
tical pressure may be modeled as the convolution of the tar-
get scattered signatures with the Green’s function. One direct
method to recover the target’s scattered signatures is referred
to as deterministic deconvolution.7,8 This method is sensitive
to the Green’s-function mismatch. A more generalized
method was developed recently by using the minimum en-
tropy deconvolution~MED! method9 to estimate the channel
response function, which requires that the channel’s Green’s
function be sufficiently ‘‘sparse.’’ For the case of a shallow
water channel, and for long observation distances~the con-
cern of this paper!, the channel’s Green’s function is not
sparse enough for MED. Angle10 used an array of sources to
approximately generate a low-order mode, and an array of
receivers is used to isolate from the received echo a low-
order mode, and thus extract the approximately free-field tar-
get response in shallow water. In general, this procedure re-
quires a large number of sources, especially for wide-band
implementation, for which many modes will be excited.
Chevret11 developed a new in-channel sonar target classifi-
cation approach based on a time-frequency filter, using the
target’s free-field response as a reference signal. If the target
response is highly dependent on the target-receiver orienta-
tion, the computational complexity of this algorithm in-
creases significantly, and the classification performance de-
creases as well. In this paper, a new procedure is developed
to approximately recover the free-field scattered signal from
the near-grazing~to the bottom! rays. Noa priori knowledge
is assumed with regard to the channel properties, other thana!Electronic mail: lcarin@ee.duke.edu
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that near-grazing rays are considered, with this generally ap-
propriate for targets on or near the sea bottom.

The deconvolution procedure is demonstrated to work
well when the noise/clutter level is relatively low~less than
1% error!. However, as the signal-to-noise~or clutter! ratio
diminishes, the performance of such deconvolution tech-
niques deteriorates. In this case better classification perfor-
mance is achieved if training is performed on the in-channel
scattered waveform directly~i.e., no channel deconvolution
is attempted!. The advantage of this procedure is that it is
more robust to noise/clutter, although it requires training on
data for the target in a channel. This procedure is limited by
possible mismatches between the true channel and that used
to train the classifier. Moreover, the in-channel scattered sig-
nal is a strong function of the target-sensor distance. This
implies that one may require multiple classifiers, applicable
for multiple target-sensor distances. Both of these processing
strategies are considered and compared, for realistic targets
and false targets in a channel. Moreover, the Cramer–Rao
bound12 is employed to place performance bounds on the
feasibility of channel deconvolution, as a function of target
and sensor parameters. Such studies are particularly impor-
tant for addressing the viability of channel deconvolution in
various settings.

The multiaspect scattered waveforms, with or without
the channel deconvolved, are processed via a hidden Markov
model ~HMM !.13 The HMM classifier has received signifi-
cant attention for targets in free field,2–6 and therefore mini-
mal additional details are presented here. Two feature-
extraction tools are addressed, as well as the concept of
designing what is termed a class-based classifier. Concerning
the latter, rather than designing individual HMM’s for each
target of interest, a single HMM is designed for multiple
targets that constitute a target class.5 While training, one may
not have available data for all targets that may be observed
during testing. However, in the training phase, by linking
several targets together, to constitute a target class, ideally
the classifier should be able to identify a target within the
same class, even if that particular target was not seen during
training. The various issues discussed above are addressed
by considering scattering data for a target placed in a chan-
nel. The wideband, free-field bistatic scattered fields from
several targets are obtained from finite-element method
~FEM! ~Ref. 14! simulations. These scattered fields are then
coupled with a separate model applied to simulate the
channel,15 with such yielding the overall target-in-channel
signatures.

Before proceeding, it is worthwhile to indicate the as-
pects of the paper that are new. To our knowledge, this is one
of the first papers to address theclassificationof a target in a
simulated water channel based on backscattered waveforms;
this involves distinguishing targets of interest—for example,
sea mines—from false targets, e.g., rocks. Most previous
classification research has focused principally on the free-
field problem.2–6,16–19 There has also been significant re-
search performed on processing sonar imagery for targets in
a channel, although no attempt has been made to deconvolve
the channel.20,21 There has also been much published work
on the analysis of targets in a water channel using, for ex-

ample, matched-field processing.14 However, that work has
been directed principally toward source localization~or de-
tection!, and has not addressed the classification problem.
Therefore the principal new aspect of this paper is that we
have demonstrated how the HMM classifier~used previously
for free-field target classification! can be extended to the case
of a target in a water channel~waveguide!. This has been
done two ways:~i! by trying to extract the ray paths~multi-
path! and~ii ! by processing the multipath directly~via beam
steering!. We have also computed Cramer–Rao bounds for
the accuracy with which one can perform~i!, in noisy data.

The remainder of the text is organized as follows. The
deconvolution technique is discussed in Sec. II, as applied
for the near-grazing target signature. In Sec. III array beam-
forming is discussed briefly, and employed to process the
in-channel target signature, without attempting to perform
channel deconvolution. In Sec. IV the time- and frequency-
domain feature parsing techniques are discussed. The HMM
classifier is summarized briefly in Sec. V, wherein issues of
concern to a class-based classifier are addressed. Example
processing results are presented in Sec. VI, where Cramer–
Rao performance bounds are discussed, with regard to the
potential of channel deconvolution. The work is summarized
in Sec. VII.

II. NEAR-GRAZING SCATTERING MODEL AND
SIGNAL DECONVOLUTION

A. Signal model

Wide-band propagation is considered in a water channel,
as illustrated in Fig. 1. It is assumed that the target-sensor
distance and channel depth are such that only a relatively
small number of ray paths are important~Fig. 1!. When the
target-sensor distance is large relative to the channel depth, a
modal interpretation is required,vis-à-vis the rays depicted in
Fig. 1. A wide-band pulse is transmitted into the channel
from a point source situated at the center of a vertical re-
ceiver array. The received signal consists of a convolution
with the transfer function of the channel and of the target.
The bandwidth of the time-domain excitation is assumed to
be large enough~relative to the channel parameters, such as
water depth and target-receiver distance! such that many of
the ray paths indicated in Fig. 1 may be separated via tem-
poral windowing~discussed further below!. The focus is on
rays that propagate near the bottom~the target is at or near
the bottom!. This near-grazing component is composed of
multiple terms, and these are typically not separated easily

FIG. 1. Illustration of channel propagation, using a ray model. The bold
arrows emanating from the array indicate the two pointing directions, when
beam forming is performed.
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by simple temporal windowing. Four near-grazing propaga-
tion paths are considered~see Fig. 1!: A-A, A-B, B-A, and
B-B. Additional paths are considered in subsequent discus-
sions. Generally the sound-speed profile is a function of wa-
ter depth for ocean-channel propagation. However, since the
near-grazing paths propagate mainly near the sea bottom, it
is assumed that the sound speed is constant for this case.
Under these assumptions, the time-dependent scattered
waveform received at array elementm is expressed as~or-
dered A-A, B-A, A-B, and B-B, respectively!

xm~ t !5s~ t2tm~u1!!1gs~ t2tm~u1!2t!1gs

3~ t2tm~u2!2t!1g2s~ t2tm~u2!22t!1nm~ t !,

~1!

where s(t) is the free-field target-scattered signal~for this
near-grazing incidence angle!. The center of the receiver ar-
ray is chosen as the time reference~phase center!, andtm(u i)
is the propagation delay associated with themth array ele-
ment and incident angelu i to the array@tm(u i)50 for the
center array element#. The angleu1 corresponds to propaga-
tion from the target center directly back to the array~path A
in Fig. 1!, while u2 corresponds to signal arrival at the array
after reflecting off the bottom~path B in Fig. 1!. As indicated
in Fig. 2,t is the temporal difference between paths B and A,
andg is a complex factor representing attenuation from re-
flection at the bottom~g is assumed constant over the fre-
quency range of interest!. Note that it is assumed that the
target scattered signals(t) is the same~except for attenuation
and time delay! for each ray in Eq.~1!, this dictated by the
assumption of near-grazing incidence~i.e., the target-sensor
distance is large relative to the target/sensor height above the
bottom, such that the angle from the target is approximately
the same for paths A and B!. The signalnm(t) represents
additive noise/clutter observed on array elementm.

After applying a Fourier transform to the observed sig-
nal, the frequency-domain version of Eq.~1! is

X~ f i !5Au1
~ f i !S~ f i !1g•Au1

~ f i !S~ f i !e
2 j 2p f it

1g•Au2
~ f i !S~ f i !e

2 j 2p f it

1g2Au2
~ f i !S~ f i !e

2 j 2p f i2t1N~ f i !, ~2!

where X( f i)5@X1( f i),X2( f i),...XM( f i)#T, N( f i)
5@N1( f i),N2( f i),...NM( f i)#T, and Au j

( f i)
5@e2 j 2p f it1(u j ),e2 j 2p f it2(u j ), ...,e2 j 2p f itM(u j )#T. Here

Xm( f i),Nm( f i),S( f i) are the Fourier coefficients ofxm(t),
nm(t) and s(t), respectively, at frequencyf i , where i
51,2,...,I . Let S1( f i)5S( f i)1gS( f i)e

2 j 2p f it, S2( f i)
5gS1( f i)e

2 j 2p f it, and Eq.~2! may be rewritten as

X~ f i !5Āu~ f i !S̄~ f i !1N~ f i !, ~3!

where Āu( f i)5@Au1
( f i),Au2

( f i)# and S̄( f i)

5@S1( f i),S2( f i)#T.
The objective is to extract the signals(t) from this near-

grazing scattered waveform, and to subsequently perform
classification based ons(t). In this process the effects of the
channel are removed, and therefore the classifier is designed
based on the free-field scattered waveformss(t). Since the
target responses(t) is a strong function of the target position
relative to the sensor, with this unknown, noa priori knowl-
edge ofs(t) is assumed; this is particularly relevant for false
targets, e.g., a rock, for whichs(t) is entirely unknown. The
reflection coefficientg is also assumed unknown. Note from
Fig. 2 thattm(u i) andt may be recovered with knowledge of
u1 and u2 , assuming that the target-sensor distance is
known. Summarizing, the unknown parameters to be recov-
ered ares(t), g, u1 , andu2 . Note thata priori knowledge of
the relative target-sensor position approximately yields the
anglesu1 and u2 , and knowledge of the bottom properties
may be used to approximate~or constrain! g; these values
may be used as the initial values in the deconvolution algo-
rithm.

B. Target-response recovery

If the random processn(t) is assumed to be white
Gaussian noise, then maximum-likelihood~ML ! parameter
estimation reduces to

^û1 ,û2 ,S̄&5arg min
u1 ,u2 ,S̄

(
i 51

I

iX~ f i !2Āu~ f i !S̄~ f i !i2, ~4!

wherei"i is the Euclidean norm. This is a multidimensional
nonlinear search problem, the computational complexity of
which is typically intractable. The problem is first simplified
by performing estimation one frequency at a time,

^û1 ,û2 ,S̄~ f i !&5arg min
u1 ,u2 ,S̄~ f i !

iX~ f i !2Āu~ f i !S̄~ f i !i2.

~5!

Since the anglesu1 andu2 are frequency independent, they
may be taken as the average across all frequencies in the
sensor bandwidth. With regard to the assumption of white
Gaussian noise, it is important to emphasize that this as-
sumption is largely driven by the goal of yielding a math-
ematically tractable solution. This noise assumption is likely
to be vitiated by ‘‘real-world’’ natural and man-made clutter
sources.

An iterative solution has been developed, in which the
solution for $u1 ,S̄1( f i)% and $u2 ,S̄2( f i)% are considered se-
quentially. In particular,$u1 ,S̄1( f i)% is initialized and

X8~ f i !5X~ f i !2Au1
~ f i !S1~ f i !. ~6!

Then, Eq.~5! becomes

FIG. 2. Time-delay illustration for the near-grazing paths.
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^û2 ,S2~ f i !&5arg min
u1 ,S̄2~ f i !

iX8~ f i !2Au2
~ f i !S2~ f i !i2. ~7!

The estimates of$u2 ,S̄2( f i)% may be obtained as

û25arg max
u

iAu~ f i !
HX8~ f i !i2, ~8!

S2~ f i !5
Au~ f i !

HX8~ f i !

Au~ f i !
HAu~ f i !

U
u5 û2

. ~9!

Using the estimated$u2 ,S̄2( f i)% as known parameters,
X8( f i) is now defined in Eq.~6! in terms of $u2 ,S̄2( f i)%
@rather than$u1 ,S̄1( f i)%], and the parameters$u1 ,S̄1( f i)%
are estimated by using Eqs.~8! and~9!. This process is iter-
ated until convergence is achieved for$u1 ,S̄1( f i)% and

$u2 ,S̄2( f i)%.
With regard to initializing the direction-of-arrival

~DOA! parametersû i , for a uniform array the peaks in the
Fourier transform of the received array amplitudes~at a
given frequency! correspond to directions of arrival. High-
resolution spectral algorithms may be applied. Note also that
the above algorithm estimates the DOA parameters one fre-
quency at a time. Generally, the target signature does not
have a flat spectrum, and therefore the signal-to-noise ratio
~SNR! is typically frequency dependent. A Fourier transform
is applied first to the received signal, and frequency bins are
selected with high energy and high frequency~the latter im-
portant for resolution!, with the DOA estimation performed
in high-SNR frequency bins. The average of these estimated
DOA parameters may be used as the final estimate, and
thereforeS1( f i) and S2( f i) need only be estimated at the
remaining~high noise! frequenciesf i .

Having estimatedS1( f i) andS2( f i), the channel param-
eterst andg are estimated by solving

^t̂,ĝ&5
arg min

t,g (
i 51

I

iS̄2~ f i !2gS̄1~ f i !e
2 j 2p f iti . ~10!

The solutions of the above equation are

t̂5arg max
t

ia~t!H~S̄1* "S̄2!i , ~11!

ĝ5
a~ t̂ !H~S̄1* "S̄2!

S̄1
HS̄1

, ~12!

where H is conjugate transpose operator,* is
conjugate operator, and" denotes the Hadamard product.
In Eqs. ~11! and ~12! S̄15@S̄1( f 1),S̄1( f 2),...S̄1( f I)#T,
S̄25@S̄2( f 1),S̄2( f 2),...S̄2( f I)#T, and a(t)
5@e2 j 2p f 1t,e2 j 2p f 2t,...,e2 j 2p f Nt#T.

The estimated target signature is now recovered as

Ŝ~ f i !5
S̄1~ f i !

11 ŷ•exp~2 j 2p f i t̂ !
~13!

or

Ŝ~ f i !5
S̄2~ f i !

~11ĝ•exp~2 j 2p f i t̂ !!2 . ~14!

The alternative representations in Eqs.~13! and~14! may be
averaged.

III. SIGNAL EXTRACTION VIA BEAM FORMING

The technique developed in Sec. II works well for low-
clutter data~quantified in Sec. IV!, but its performance dete-
riorates as the signal-to-clutter ratio decreases. For this case
an alternative approach is considered, in which the classifier
is trained based on in-channel data~vis-à-vis free-field data!.
This scenario is discussed below.

Classical beam forming22 is employed to ‘‘point’’ the
array in particular directions. As indicated in Fig. 1, two such
directions are considered:~i! toward the rays reflected at the
air-water interface, and~ii ! toward rays arriving from the
near-grazing direction~these array-pointing directions con-
sidered separately!. Considering~i! first, note that fields scat-
tered off the air-water interface have several components.
For example, referring to Fig. 1, there is a monostatic com-
ponent coming from the C-C ray path, as well as bistatic
components produced by such rays as A-C, A-D, and C-D
~and several others of this type!. Many of these components
may be separated via temporal windowing, although finite
bandwidth makes signal overlap unavoidable for some of the
rays. Simple deconvolution techniques, like those considered
in Sec. II, are far more complicated for such overlaped wave-
forms, since both monostatic and bistatic signals are consid-
ered@it may not be assumed thats(t) is the same for all rays,
as was applicable in Eq.~1!, for the near-grazing compo-
nents#. This issue is compounded by the fact that the relevant
monostatic and bistatic rays are a strong function of the
channel parameters and of the target-sensor distance. For ex-
ample, in Fig. 1 the angles of rays C and D with respect to
the target are a function of the target-sensor distance. Con-
sequently, the classifier is retrained as such parameters are
varied—this underscores the motivation of Sec. II, in which
the channel parameters are deconvolved.

For the array-focused scattering data, temporal window-
ing is employed where appropriate to remove nonoverlap-
ping rays~e.g., for focusing in the near-grazing direction, ray
paths A-A, A-B, B-A, and B-B are typically well separated
from such paths as C-A and D-A!. Where such overlapping
may not be removed via simple temporal windowing, the
classification algorithm is based on the total~overlapped!
scattered waveform. The training is based on in-channel data,
and therefore a channel model is important. However, when
performing algorithm testing, additive clutter will also be
considered, and therefore the testing and training data are
distinct. Further details of the beam-formed data are dis-
cussed in Sec. VI, when presenting results.

IV. FEATURE EXTRACTION

The classification algorithm discussed in Sec. V is based
on processing a sequence of time-domain waveforms, as the
sensor moves relative to the target. For the near-grazing term
discussed in Sec. II, these time-domain waveforms corre-
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spond tos(t). Concerning the beam-formed data summa-
rized in Sec. III, a beam-formed time-domain waveform is
obtained with which classification is performed~two beam-
formed waveforms are obtained, from two array ‘‘look’’ di-
rections, these offering the potential for fusion!.

Rather than performing classification based on the time-
domain scattering data directly, features are first extracted.
The particular feature-extraction technique employed plays
an important role in subsequent target-classification perfor-
mance. The objective in feature extraction is to obtain a set
of parameters that represent the scattering data compactly,
while being robust to possible mismatches between training
and testing data. For example, for the near-grazing waveform
s(t) deconvolved as in Sec. II, the presence of clutter yields
errors in the extracteds(t). The corresponding features
should ideally be robust to such variations. Two feature-
extraction algorithms are examined below.

A. Matching pursuits

Matching pursuits ~MP! is a well-known feature-
extraction technique,2,3,23 in which a dictionary of canonical
features is pre-defined. The MP dictionary is matched to
transient wave scattering, composed of general wavefronts
and resonances.15 Wavefronts are scattered from local target
scattering centers, and have localized temporal support,
while resonances capture global properties and are typically
characterized by less localized temporal support. For an MP
dictionary parametrized bygn5$an ,vn ,tn ,fn%, the dictio-
nary elements are

egn
~ t !5Kyn

cos@vn~ t2tn!1fn#e2an~ t2tn!U~ t2tn!,
~15!

where U(t) is the Heaviside step function@U(t)50 for t
,0 andU(t)51 for t.0], andKgn

is a normalization con-
stant. This dictionary is capable of modeling both wavefronts
~small temporal support, characterized by large damping,
an) and resonances~large temporal support, characterized by
small damping,an). The temporal positiontn between con-
secutively extracted dictionary elements yields the time de-
lays between target scattering centers. In this paper, three MP
iterations are sufficient to extract all necessary information
from the target response~based on the results discussed in a
previous paper!.23 The set of MP features calculated as men-
tioned are therefore $v1 ,a1 ,v2 ,a2 ,t22t1 ,v3 ,a3 ,t3

2t1%. Note the use of therelative time delay between con-
secutive wavefronts, rather than the absolute time of arrival.
The former is a characteristic of target geometry, while the
latter has a strong correlation with target-sensor distance.
Hence the absolute time of arrival is not considered as a
potential feature for target classification.

B. Subband-energy principal component coefficients

As implemented in the above section, the MP features
are based on time-domain scattering characteristics. Alterna-
tively features may be extracted based on the frequency-
domain characteristics of the scattered fields. A feature vec-
tor is therefore developed that exploits the spectral character
of the time-domain scattered waveform, in several frequency

subbands. In particular, a fast Fourier transform~FFT! is
applied to the time-domain signals discussed in Secs. II and
III, and data are divided intoN uniform subbands. The power
is calculated in each subband, yielding theN-dimensional
vector P5$P1 ,P2 ,...,PN%T, where Pn

51/K(k51
K iX( f (n21)K1k)i2 is the power in subbandn, com-

posed ofK frequencies (K5I /N, whereI represents the total
number of discrete frequencies!. Recall that the scattered
waveform is in general a strong function of the target-sensor
orientation~pose!, and therefore the feature vector is as well.
Using available training data, all~normalized! feature vectors
Pm are considered from targets of interest, and compute an
N3N correlation matrixR5(1/M )(m51

M PmPm
T ~assumeM

such normalized feature vectors are available for training!.
The eigenvectors of this matrix span the space defined by the
vectorsPm , and those eigenvectors with relatively large as-
sociated eigenvalues are retained. These ‘‘principal’’ eigen-
vectors are represented byq1 ,q2 ,...,qL , whereL,N ~ide-
ally L!N). As applied in a traditional principal components
analysis~PCA!,24 a givenN-dimensional feature vectorPm is
mapped to a correspondingL-dimensional vectorPm8 , with
the l th component ofPm8 representative of the inner product
of Pm andql .

V. CLASS-BASED MULTIASPECT CLASSIFICATION

For a fixed target-sensor orientation, assume a scattered
waveformg(t), determined via channel deconvolution~Sec.
II ! or via beam forming~Sec. III!. Further, assume that the
signalg(t) is expressed as

g~ t !5H h1~ t !1c~ t !, gPH1

h2~ t !1c~ t !, gPH2
, ~16!

where hypothesisH1 corresponds to targets of interest being
present, while hypothesisH2 corresponds to the presence of
a false target. In both casesc(t) represents additive clutter
~typically not white!. It is important to emphasize that clas-
sification is being performed, and hypothesisH1 andH2 both
correspond to the presence of a scatterer@represented by
h1(t) and h2(t), respectively#. The distinction is thath1(t)
correspond to targets of interest. By contrast,h2(t) corre-
spond to scattering from the infinite class of ‘‘false targets,’’
that may confuse a classifier, e.g.,h2(t) could correspond to
a rock. It is assumed thata priori knowledge is available
with regard toh1(t); no knowledge is assumed for the false
targets represented byh2(t), since in the ‘‘real’’ problem
there are an infinite number of false targets.

It is often difficult to discriminate between targets based
on a measurement from a single target-sensor orientation,
which motivates multi-aspect sensing.2–6 In particular, as-
suming a fixed target-sensor distance, the multiple scattered
waveforms are measured by changing the relative angle~ori-
entation! between the target and sensor. Although the mul-
tiple scattered waveforms have enhanced information,vis-à-
vis a single measurement, the processing of this sequence of
scattered signatures is complicated by the fact that the wave-
forms scattered from a given target are often highly nonsta-
tionary, as a function of target-sensor orientation.1 However,
one may typically divide the target-sensor orientations into a
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set of states, each state a generally contiguous set of target-
sensor orientation over which the backscattered waveforms
are approximately stationary. The sequence of sampled states
may be modeled approximately as a Markov process, since
the explicit target-sensor orientation is unknown. This statis-
tical characterization reduces to a hidden Markov model
~HMM !.13 Let an HMM be represented byMi

5(Si ,p i ,Ai ,Bi), trained by using the scattering data from
targetTi , whereSi5$s1 ,s2 ,...,sNs

% are theNs states of the
targets, p i is an Ns-dimensional vector representing the
probability that the initial observation is in each of the states,
Ai is a Ns3Ns matrix representing the state-transition prob-
ability, andBi is the observation probability matrix for state
i ~representing the likelihood of observing a given feature
vector in statei!. Assume that the feature vectors associated
with the nth scattered waveform from a given target are de-
noted by yn . Assuming N multiaspect measurements, the
classification of target classTi is declared if

p~y1 ,y2 ,...yNuTi !>a, ~17!

wherea is a chosen threshold. In this paper, a continuous
HMM ~Refs. 2–6, 13! is used to evaluatep(y1 ,y2 ,...yNuTi).

An HMM is not designed foreach target of interest.
Rather, asingleHMM is designed for eachclassof targets.5

A target class is composed ofmultiple targets having similar
geometrical and elastic properties, such that their associated
scattered fields are closely related. In practice there may be a
large number of targets of interest, although each of these
may be similar acoustically and elastically~e.g., the same
general shape and size!. To train an HMM for each target
may yield an unnecessarily large number of specific classifi-
ers. Moreover, while training one may only have access to a
subset of the targets in a given class, although while testing
new, previously unseen targets in the same class may be
observed. A classifier designed to sense a given class, rather
than specific targets, will ideally be able to recognize these
new ~but similar! targets. In the class-based classifier, all
scattering data from all targets within the same class are used
while training.5 Other than being based on data from mul-
tiple similar targets, the class-based HMM is of the same
form as in previous individual-target-dependent HMM’s.2–6

The Fisher discriminant function25 is often used to select
those features that yield optimal separation between targets
and false targets~nontargets!. However, in this work noa
priori knowledge is assumed for the false targets. Neverthe-
less, for the features discussed in Sec. IV, feature pruning has
been found useful, for class-based classification. Assume
there areJ targets within a given class. Feature selection is
performed using the cost function

D~ i !5(
j 51

J

(
n51

Ns umnoise~ i ,n, j !2m~ i ,n, j !u2

snoise
2 ~ i ,n, j !1s2~ i ,n, j !

, ~18!

where m( i ,n, j ) is the mean value of featurei, target j, in
HMM state n, for the noise-free case. The parameters
mnoise( i ,n, j ) are defined similarly for the case of additive
noise. The symbols( i ,n, j ) represents the variance of fea-
ture i, target j, state n for the noise-free case, with
snoise( i ,n, j ) similarly defined for the case of additive noise.

The features with relatively smallD are selected. The cost
function in Eq.~18! may select those features that are robust
to additive noise/clutter. For a class-based processor, it is of
particular importance to also select those features that make
the multiple targets within a given target class appear most
similar. To obtain this, the cost function in Eq.~18! is readily
modified as

D~ i !5(
j 51

J

(
k51

J

(
n51

Ns um~ i ,n, j !2m~ i ,n,k!u2

s2~ i ,n, j !1s2~ i ,n,k!
. ~19!

VI. EXAMPLE RESULTS

A. Problem description

Five distinct scatterers are considered in the channel.
Two of the targets are deemed ‘‘targets of interest,’’ consti-
tuting hypothesisH1 in Eq. ~16!, and the other three are
deemed false targets~hypothesisH2 , with the associated tar-
gets not seen by the classifier during the training phase!. The
wideband bistatic scattered fields are computed for all targets
via a free-field finite-element method~FEM! ~Ref. 14! simu-
lation. The incident fields on the target correspond to the
fields of a point source situated at the center of the sensor
array, and the scattered fields are computed by the FEM for
observation in a plane, this plane situated within the channel,
at a fixed distance from the target center. The fields within
this plane are then coupled to a modal channel model,15 with
which they are propagated away from the target through the
channel to the sensor. The large number of wave guide
modes employed in these simulations underscores the appro-
priateness of the ray picture summarized in Fig. 1. The
modal simulation is used because this channel code is well
known and widely applied.15 The water depth is 15 m, and
the target-receiver distance~parallel to the bottom! is 50 m.
A 28-element linear array receiver is employed perpendicular
to the bottom. The array is 2 m long and its center is situated
3 m above the sea bottom. The center of each target is lo-
cated 0.5 m above the sea bottom. A two-layer geoacoustic
model is considered~see Fig. 3!.

The two targets inH1 are minelike targets~a steel and
fiberclass cylinder! that are noted byT1 andT2. The three
false targets are a 55-gallon drum, an oxygen tank, and a
rock. The data covers the frequency band 50 Hz–10 KHz,
and the scattered waveforms are considered in the time do-
main ~after Fourier synthesis!, as propagated through the
channel to the array receiver. Each of the five targets is ro-
tated about its axis over 360°, with 1° angular sampling.
Therefore, for the classification algorithm, sensor rotation is

FIG. 3. Summary of the two-layers geoacoustic model used in most com-
putations.
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considered about the target, with a minimum angular sam-
pling rate of 1°. The shape of the pulse driving the point-
source transmitter is shown in Fig. 4.

B. Channel deconvolution

For the channel considered in Fig. 3, the bottom reflec-
tion coefficient of the ‘‘near-grazing’’ path14 is g
520.76832 j 0.4139. In Fig. 5 the channel impulse response
is plotted as a function of frequency for the near-grazing
paths, based on the model described in Eq.~2!. Note that the
channel has a frequency null centered at about 2 KHz. There-
fore the deconvolution discussed in Sec. II is initially per-
formed at relatively high frequencies~.5 KHz!. At lower
frequencies only the frequency-dependentS̄1( f ) and S̄2( f )
need be estimated, where we employ the angles of arrivalu1

andu2 estimated as above at high frequencies.
For the geometry and targets considered, it has been

found that the deconvolution procedure in Sec. II works es-
sentially perfectly for the case of no additive noise or clutter.
Results are therefore only presented here for the case of ad-
ditive clutter. In particular, using the model in Eq.~1!, for the
parameters discussed above, a clutter signalc(t) is added.
The clutterc(t) is computed26 by convolving the incident

pulse shape~Fig. 4! with white Gaussian noise, and therefore
c(t) approximately represents the incident field scattered
from a random environment~e.g., the sea bottom!. The
signal-to-clutter ratio is defined as the signal energy divided
by the clutter energy, computed over the nominal support of
the scattered waveforms(t). A signal-to-clutter ratio of 20
dB is considered for each sensor element’s received signal.
For targetT1, in Fig. 6 is plotted the estimated angles of
arrival u1 andu2 , as the target is rotated through 180° with
respect to the sensor@each azimuthal angle corresponds to a
distinct s(t)]. These results are shown for one clutter real-
ization, for each target-sensor angle, and therefore the results
in Fig. 6 represent random-variable instantiations. The opti-
mal variance of such estimates is considered in the next sec-
tion.

For example target orientations, in Fig. 7 is presented
the original scattered waveforms(t), the waveform as
present after propagating through the channel with 20 dB
clutter, and the deconvolved waveforms. The deconvolution
is effective, although there is clearly clutter- and channel-
induced distortion. Such distortion plays an important role in
the subsequent HMM classifier. In particular, note that the
MP feature extractor discussed in Sec. IV A matches the data
to wavefront and resonance dictionary elements. The distor-
tions demonstrated in Fig. 7, between the deconvolved data
and the original free-fields(t), undermine the effectiveness
of an MP-based classifier. It is therefore anticipated that the
simpler, spectral feature parser discussed in Sec. IV B will be
more useful for such data.

C. Bounds on deconvolution performance

In Eq. ~3! the signals received on the sensor array are
expressed asX( f i)5Āu( f i)S̄( f i)1N( f i), for a given fre-
quency f i . Recall that the 231-dimensional vectorS̄( f i)
represents the frequency-domain signals received at the two
near-grazing anglesu1 and u2 discussed above, and theM
32 dimensional vectorĀu( f i) represents the associated re-
ceived signals of these waveforms, on theM-element vertical
sensor array. TheX( f i) is expressed in a form readily com-

FIG. 4. Wave form used for the transmitted pulse.

FIG. 5. Channel impulse response for the near-grazing paths, based on the
model in Eq.~1!.

FIG. 6. Estimation results of two incident angles of the near-grazing paths,
SNR520 dB.
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patible with digital signal processing, in particular, at a par-
ticular frequencyf i , the signal on array elementm is ex-
pressed as

Xm5 (
n51

2

Anzn
m1Nm , ~20!

where zn5exp(2jk sinund), with k representing the wave
number in the water andd the spacing between elements in
the linear array. The complex amplitudesAn represent the
strengths of the two near-grazing rays, determined by the
scattered values for a given target-receiver orientation. The
objective is to employ theM-dimensional vector~for M array
elements! composed ofXm to estimate the direction of arriv-
als u1 andu2 , and the complex amplitudesAn . The vector
X5$X1 ,X2 ,...,XM%T is a random process~due to the addi-
tive randomNm) and therefore theestimatedparametersun

andAn are random variables. Ideally the mean values of the
estimatedun and An are correct~constituting an unbiased
estimator!. Of significant importance is the estimator vari-
ance, since the anticipated accuracy of any particular esti-
mate is of interest.

The Cramer–Rao bound~CRB! ~Ref. 12! provides a
well-known metric on the accuracy of such a parameter-
estimation problem. There are many previous papers that de-
tail the computation of the CRB,27,28and therefore that is not
the focus. Rather, the CRB is employed to quantify the op-
timal variance that one may achieve for an unbiased estima-
tor, and ask the fundamental question of whether such a vari-
ance is sufficient for the particular deconvolution task in this
paper. In particular, if the variance of theoptimalestimator is
too large from a systems perspective, one must consider an
alternative processing strategy~i.e., one should not attempt
such deconvolution!. This motivated the alternative, beam-
forming approach discussed in Sec. III.

For the near-grazing example discussed above, a vari-
ance thresholdt5(u22u1)/2 is defined~in this exampleu2

2u150.57°). If the CRB is greater than this threshold it is
argued that even the optimal estimator is inadequate for the
deconvolution task~one may wish to impose an even tighter
constraint!. In the CRB studies it is assumed that the real and

imaginary parts of the complex additive random signalNm

are representative of white Gaussian noise of variances2/2.
In Fig. 8 are plotted the CRB’s as a function of frequency, at
various values of SNR~here SNR is defined as the signal
power for a given frequency divided by the noise power!. In
Fig. 9 the DOA estimation results using the algorithm de-
scribed in Sec. II are compared with the CRB at a frequency
of 10 KHz. These results underscore that the deconvolution
procedure works best at higher frequencies, at which higher
resolution is available. Moreover, the performance is a strong
function of the SNR. These results demonstrate the complex-
ity of the deconvolution procedure. In fact, the problem is
more difficult than that considered in the above CRB study,
since the additive random process is correlated@representa-
tive of clutterc(t) #, vis-à-vis the white Gaussian noise con-
sidered in the CRB computations.

FIG. 7. Examples of signal recovery results for target T1 using the deconvolution algorithm. Top: target free-field response signal; middle: noisy ‘‘near-
grazing’’ in-channel received signal; bottom: recovered signal. The SNR520 dB. ~a! Target orientation 10°.~b! Target orientation 30°.

FIG. 8. Cramer–Rao bound~CRB! as a function of frequency and SNR. The
dotted line indicates the separate threshold of the two incident angles, de-
fined as half of the angular separation between two incident angles. Results
are shown for different operating frequencies.
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D. Classification performance using near-grazing
deconvolution

Classification performance is considered based on de-
convolving the near-grazing rays, in the manner discussed in
Sec. II. Two similar targets are used to constitute theH1

hypothesis~targets of interest!, and three false targets are
considered. The HMM classifier2–6 is designed to process a
sequence of multiaspect, deconvolveds(t). A single HMM
is designed for the two targets inH1 , and theH2 targets
were not seen during training. The HMM is trained on noise-
free data fromH1 , and the testing is done on targets fromH1

andH2 , with additive clutterc(t), as indicated in Eq.~16!.
Consequently, the training and testing data are distinct. Dur-
ing the testing phase, the classifier is initially unaware of
both the target identity and pose~orientation with respect to
the sensor!.

In Fig. 10 the receiver-operating characteristic~ROC! is
plotted for the HMM classifier, as a function of the multi-
aspect sequence length. Results are shown for 5° azimuthal
angular sampling between consecutive measurements. In
Fig. 10~a! results are presented based on the MP time-
domain features discussed in Sec. IV A, while the results in

Fig. 10~b! correspond to the frequency-based PCA-based
features discussed in Sec. IV B. Results are shown for the
20-dB signal-to-clutter ratio~SCR! considered in Sec. VI B.
With regard to the SCR, theaveragesignal energy is com-
puted for both targets inH1 , for all target-sensor orienta-
tions. It is important to emphasize that the SCR is actually
target and orientation dependent, since the strength ofs(t)
depends on these parameters. When computing the ROC
curves, every possible initial angle of observation is consid-
ered for each target~all possible sequences!, and five instan-
tiations of clutterc(t) are considered per scattered wave-
form.

As anticipated, in Fig. 10 the ROC performance im-
proves with increasing sequence length. An increasing se-
quence length corresponds to an increased sensor aperture
~e.g., for 5° angular sampling, a sequence length of nine
corresponds to a 40° cumulative aperture!. The performance
of the MP features, as extracted from the deconvolveds(t),
is inferior to that of the PCA features. This is attributed to the
fact that the MP wave-front-resonance decomposition ex-
tracts features that capture the detailed time-domain charac-
ter of the signals(t). Errors in the deconvolution process are
magnified by the MP features. By contrast, the PCA-based
approach employs themagnitudeof the frequency-domain
response, in a finite number of spectral subbands. The mag-
nitude of the frequency spectrum is less likely to be per-
turbed by distortions in the wave-form shape, which are of
significant importance for the phase. These results under-
score the importance of appropriate feature extraction. In all
subsequent examples frequency-domain PCA features are
employed.

E. Classification via beam forming

In the next set of results the processing is performed
based on simple beam forming. In particular, to point the
array in the directionu with respect to the array normal,
array elementn is weighted in the frequency domain byan

5wn exp@2jb sinunDz#, whereDz represents the array spac-
ing andb5v/c represents the wave number for sound speed

FIG. 9. Comparison of Cramer–Rao bound and direction-of-arrival estima-
tion results, at a given frequency of 10 KHz.

FIG. 10. Classification results based on the deconvolved signal using the matching-pursuits~MP! features and using principal-component-analysis~PCA-
based features. The angular sampling between consecutive measurements in the sequence is 5°. Results are shown for different sequence lengths.~a! MP
features,~b! PCA-based features.
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c. As indicated above, the array considered here hasM528
elements andDz57.4 cm. This array spacing is designed to
avoid grating lobes at the 10-KHz upper frequency~and be-
low!. The weightingwn corresponds to a 30-dB Chebyshev
window, designed to mitigate array end effects. The array
processing yields a single time-domain scattered waveform,
corresponding to the array directed toward the angleu. Since
the classification is always performed after the target detec-
tion, the beam-forming angles may be estimated based on
prior information of channel parameter and target location;
as indicated below, these parameters need not to be known
exactly.

As an example, in Fig. 11 the frequency- and
orientation-dependent scattered fields are determined after
beam forming, for the array directed toward the air-water
surface bounce~see Fig. 1!. The results are presented for the
oxygen-tank target, for the free-field and in-channel prob-
lems ~the latter after beam forming!. Considering Fig. 1, re-
call that the array pointed toward the surface extracts round-
trip rays of the type C-C, C-D, D-C, and D-D, these all
arriving nearly coincident in time, for the target position
~near the bottom! considered. Based on ray path lengths, it is
clear that such rays arriveafter those that travel along the
paths A-C, B-C, A-D, etc. Therefore the results in Fig. 11
represent the spectrum of the time-windowed beam-formed
data, using the second arrival of scattered fields. Concerning
the windowed rays, C-C represents monostatic scattered
fields, while C-D, D-C, and D-D represent bistatic scattering.
As indicated above, due to the limitations in processing these
rays separately, via deconvolution, they are treated together
as a composite signal. This underscores the limitation of the
approach, for the classifier training must be performed with
in-channel data, and such is a function of the target-sensor
distance~even with all other parameters fixed!.

Considering Fig. 11 in detail, note that the free-field
monostatic scattered fields are similar to those determined
via the beam forming. However, there appears to be interfer-
ence in the signal, as a function of frequency. This is attrib-
uted to the interference caused by the multiple overlapping
rays.

In the classification results presented next, for the same
two ‘‘true’’ H1 targets and three ‘‘false targets’’H2 , the
frequency-domain PCA-based features are considered~Sec.
III B !. A single HMM is again designed matched to the two
targets inH1 , and the three false targets are not seen prior to
testing. Additive clutterc(t) is again considered, as consid-
ered in the previous examples, and therefore the testing and
training data are distinct~training is performed on noise-free
data!.

In Fig. 12~a! are presented example classification results
using the beam-formed data, with the sensor directed toward
the air-water interface. Results are shown for a signal-to-
clutter ratio~SCR! of 5 dB for each sensor’s received signal
~before beam forming!. Note that by avoiding the deconvo-
lution technique of Sec. II A, the classifier may now operate
at lower SCR. In Fig. 12~a! results are again presented as a
function of the number of multiaspect measurements in the
sequence, using angular sampling between consecutive mea-
surements of 5°. Note that these results are considerably bet-
ter than those based on the deconvolved near-grazing wave-
form s(t).

In the example of Fig. 12~a!, the classification is based
on beam forming toward the air-surface interface. One could
also beam form toward the near-grazing rays, using temporal
windowing to separate rays A-A, A-B, B-A, and B-B from
C-A, D-A, etc., as in the previous example. In this case the
rays of interest arrive earliest in time. In the case of beam
forming, however, the cumulative near-grazing rays A-A,

FIG. 11. Frequency response of the oxygen-tank.~a! Free-field response,~b! in-channel response, after beam forming and temporal windowing~for the array
pointing toward the air-water paths!.
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A-B, B-A, and B-B are processed as a single composite
waveform, rather than attempting deconvolution. Recogniz-
ing the opportunity of exploiting two array-pointing direc-
tions ~see Fig. 1!, the processed waveforms from each array
direction may be fused, to further enhance classification per-
formance. In particular, classification may be performed
based on the beam formed waveforms extracted by pointing
toward the surfaceand in the near-grazing direction. The
HMM design has been augmented, now characterizing the
target states by two beam-formed waveforms, as extracted by
beamsteering in these two directions. This constitutes a mod-
est change in the HMM design~the features from the two
‘‘look’’ directions are simply concatenated!. The HMM per-
formance is shown in Figs. 12~b! and~c!, based on pointing
in the near-grazing direction alone, and based on fusing these
two beam-formed waveforms. This simple fusion construct
yields markedly improved classification performance. The
results in Fig. 12 are based on a SCR of 5 dB.

FIG. 12. Classification results based on the beam-formed and temporal windowed signal, training by using the noise-free in-channel data, and testingby using
the noisy~cluttered! in-channel data. The SNR at each sensor element is 5 dB~before beam forming!. ~a! Air-water paths alone,~b! near-grazing paths alone,
~c! fusion of both paths.

TABLE I. Channel parameters used for training and testing, when the chan-
nel parameters are varied during testing~to examine channel-parameter mis-
match!.

Sound
speed

in water
~m/s!

Sound speed
in sediment

~m/s!

Bottom
attenuation

factor
~dB/kmHz!

Bottom
density
~g/cm3!

Training
case

1520 1800 0.5 1.5

Testing
case 1

1517 1783 0.51 1.52

Testing
case 2

1551 1868 0.49 1.54

Testing
case 3

1523 1820 0.52 1.51

Testing
case 4

1512 1793 0.51 1.43

Testing
case 5

1535 1812 0.48 1.46
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F. Stability to channel variation

In the example of Fig. 12, classification results are pre-
sented when training is performed on noise-free in-channel
data, and testing is performed using noisy in-channel data.
There is no channel-parameter mismatch between the train-
ing and testing data sets. Actually, the channel parameters are
always not known exactly in practice. It is of interest to
evaluate the stability of the beam-forming-based classifica-
tion approach to channel uncertainty. Four channel param-
eters are considered as random variables: the speed in water,
the sound speed in the sediment, the bottom attenuation fac-
tor, and the sediment density. The channel parameters for
training data and testing data are illustrated in Table I. The
classification results given below are average from the five
testing cases~representing five realizations of the channel
random variables!. The principal limitation in this study is
found in the time required to compute the forward-scattering
data, thereby limiting the number of random-variable instan-
tiations considered. The beam forming for each testing cases
is performed based on the channel parameters used for the

training case, implying that there is steering error when beam
forming for the testing case~i.e., there is a mismatch be-
tween the assumed and actual channel parameters, while
beam forming, and between the training and testing!. In Fig.
13 the HMM performance is presented for the case of pa-
rameter mismatch, based on pointing toward the air-water
interface alone, based on pointing in the near-grazing direc-
tion alone, and based on fusing these two beam-formed
waveforms. Comparing with Fig. 12, the performance de-
crease is not significant, indicating that the classification ap-
proach is relatively stable to the channel parameters variation
~for the parameters considered!.

VII. CONCLUSION

Classification of elastic targets situated in a water chan-
nel has been considered. The multiaspect classification has
been performed using a hidden Markov model~HMM !, and
multiple targets have been used to constitute a target class. In
particular, rather than designing a classifier for each indi-
vidual target, a classifier is designed for a set~class! of

FIG. 13. Classification results based on the beam-formed and temporal-windowed signal, training by using the noise free in-channel data, and tested by using
the noisy in-channel data with channel parameters mismatched. The SNR at each sensor element is 5 dB~before beam forming!. ~a! Air-water paths alone,~b!
near-grazing paths alone, and~c! fusion of both.
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targets.5 There are two distinct approaches to performing
such classification, for a target in a channel. One may~i!
attempt to deconvolve the perturbations introduced by the
channel, and perform classification based on the targets’ free-
field signature~after deconvolution!; or ~ii ! one may process
the in-channel signature directly, through beamforming, for
example, without attempting deconvolution. While approach
~i! is attractive, in that it ideally removes the effects of the
channel, it has been have demonstrated that this approach is
sensitive to additive noise/clutter. While approach~ii ! has the
disadvantage of requiring in-channel data for training, it has
demonstrated superior classification performance,vis-à-vis
~i!. The sensitivity of~ii ! to uncertainty in the channel pa-
rameters has also been examined, and for the examples stud-
ied robust performance was observed.

While the results presented here appear encouraging, it
should be emphasized that a limited problem class has been
considered. In particular, the range of channel parameters
considered~relative to bandwidth! support the ray-based
model. As the target-sensor distance increases, for the same
set of channel parameters, the number of overlapping rays
increases to the point that a modal model is required. This is
a particularly challenging problem, and it will constitute the
subject of future research. Directions of interest in this con-
text include matched-field processing14 ~here not simply for
source localization, but also for classification!, as well as the
related technique of reverse-time migration.29
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The problem considered here is that of tracking a single underwater target in clutter using
multilateral time-delay measurements derived from short-duration acoustic emissions, or transients,
radiated by the target. The target is moving linearly with constant velocity and depth. To account for
the effects on the time-delay estimates due to acoustic propagation in uncertain environments, the
time-delay measurement errors between pairs of sensors are modeled using Gaussian mixture
distributions. An approach is proposed that utilizes an iterative maximum likelihood optimization
technique based on the expectation-maximization algorithm. In each iteration a nonlinear
least-squares procedure is used to compute the target model parameters. A detection mechanism is
also formulated that can validate the correctness of the estimated track parameters and verify the
existence of a target. The proposed method is tested using simulated time-delay measurements from
a linear array of three equally spaced sensors mounted onboard an observer platform. Extensive tests
are performed for several scenarios with different tracking geometry. ©2004 Acoustical Society of
America. @DOI: 10.1121/1.1647491#

PACS numbers: 43.60.Jn, 43.60.Gk, 43.30.Wi@EJS# Pages: 1198–1206

I. INTRODUCTION

This paper addresses the problem of estimating trajec-
tory ~i.e., location and velocity! of an underwater target using
multilateral time-delay measurements derived from passive
wideband acoustic emissions. Considered is a particular class
of acoustic emissions characterized by relatively short time
durations and arbitrary waveform shapes, also known as
transients. Typically, the duration of these signals ranges
from few tens of milliseconds to several seconds, and they
are used to detect, identify, and localize very low noise tar-
gets.

Passive localization can be accomplished by measuring
simultaneous differences in the arrival times of an emitted
signal on a number of spatially separated receiving sensors
~hydrophones!. The sensors can be mounted onboard a ship,
towed, or deployed in the water, and their position is as-
sumed to be known. A minimum of two differences in the
arrival times, or relative time delays, is required for the lo-
calization~Ferguson and Cleary, 2001; Hassabet al., 1981!.

Standard approach to estimating the time delays based
on transients is to use second- or higher-order correlation
between the outputs from given pairs of sensors~see Carter,
1981; Ferguson and Cleary, 2001; Pfluget al., 1993!. The
accuracy of the estimation depends on the transient signal
spectrum and is sensitive to a decrease in the received signal-
to-noise ratio~SNR! ~Ianniello, 1982; Carter and Robinson,
1993!. Pfluget al. ~1993! point out that signals may also be
distorted as a result of acoustic propagation in spatially vary-
ing and multipath environments. These effects are sometimes
alleviated by using only the leading edges of the received
transients to compute time delays~Stottset al., 1997!. This

approach is suboptimal, since an optimal computation re-
quires using the correlation with sufficiently long integration
time in order to reduce noise influence~Ferguson and Cleary,
2001; Carter, 1981; Hahn, 1975!. Ferguson~1989! proposes
that low received SNRs can be improved by replacing each
sensor with an array of receivers and by beamforming the
array outputs, whereas Chinget al. ~1999! apply wavelet-
based denoising techniques to increase the accuracy of time-
delay estimates. However, these techniques cannot com-
pletely eliminate the effect of noise, and, in some situations,
large errors in time-delay estimation are possible. As a con-
sequence, the time-delay error distribution may have wide
tails and may thus deviate from the commonly used Gaussian
model. In Carevic~2003! a two-component Gaussian mix-
ture probability density function~pdf! is proposed as a more
general model for this error distribution.

Recently, it was demonstrated that considerable im-
provement in target tracking accuracy can be achieved from
the addition of transient signal time difference of arrival in-
formation to the set of bearings-only target measurements
~Barsanti, 2002!. Also, in situations where it is required to
detect and track targets characterized by very low-level con-
tinuous broadband noise, these tasks can sometimes be ac-
complished solely by using transients. However, transients
radiated by the target are typically observed in the presence
of clutter that can originate from a variety of sources, such as
nearby shipping traffic, biological noise, etc., so a number of
false alarms is possible. Although some clutter measure-
ments produced by sensors can be excluded by utilizing tran-
sient classifiers, due to error inherent to the classifier not all
clutter can be eliminated. Since it is not known which mea-
surements in the batch originate from the target and which
are clutter, the estimation of the target motion parametersa!Electronic mail: dragana.carevic@dsto.defense.gov.au
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using such measurements presents a comparatively difficult
problem.

Several techniques for tracking single and multiple tar-
gets using measurements of uncertain origin have been pro-
posed. One approach uses probabilistic association of mea-
surements with the target to define a joint likelihood
function, which is then directly maximized to obtain the tar-
get motion parameters~Bar-Shalom and Fortman, 1988!.
This technique, known as the probabilistic data association
~PDA!, is successfully applied to tracking underwater acous-
tic sources in Shertukde and Bar-Shalom~1990!, Jauffret and
Bar-Shalom ~1990!, and Kirubarajan and Bar-Shalom
~1995!. As applied in these references, the PDA requires that
all combinations of feasible data associations are taken into
account. This may impede the convergence of the algorithm,
particularly when applied in conjunction with highly nonlin-
ear measurements such as time delays.

An alternative approach considers tracking of~multiple!
targets using measurements of uncertain origin from the
viewpoint of parameter estimation from finite mixture densi-
ties ~Gauvrit et al., 1997; Avitzour, 1992!. This approach
does not enumerate all possible combinations of feasible data
associations. Rather, it performs a search for the measure-
ment to target association that maximizes a likelihood of the
observed measurements. The multitarget tracking is formu-
lated as an incomplete data problem where the measurement
to target assignment is taken to be the missing information. A
maximum likelihood ~ML ! estimator based on the
expectation-maximization~EM! algorithm ~Dempsteret al.,
1977! is used to compute in an optimal manner
measurement-to-target association probabilities. Gauvrit
et al. ~1997! extend this approach by the inclusion of a state
vector composed of target states and assignment probabili-
ties; as a result a maximuma posteriori ~MAP! estimator is
obtained. They show that this method is equivalent to the
probabilistic multihypothesis tracking~PMHT! technique
proposed by Streit and Luginbuhl~1994! ~see also Streit and
Luginbuhl, 1995!. Gauvrit et al. ~1997! and Hutchins and
Dunham ~1997! apply the EM-based methods to tracking
underwater targets in clutter. Other approaches to detecting,
localizing, and tracking of a moving source in an underwater
environment include using matched-field processing~Tantum
and Nolte, 1998; Wilmut and Ozard, 1998!, and tracking
targets based on measurements obtained from a linear array
of sensors~Hassabet al., 1981; Xerriet al., 2002; Carevic,
2003!.

Most of the above methods are developed under the as-
sumption that the measurement errors have Gaussian distri-
butions. Both the PDA and the methods based on the EM
algorithm can, in principle, handle the errors distributed ac-
cording to Gaussian mixture pdf’s by using appropriate op-
timization techniques. This paper describes an extension to
these methods which enables that the optimization is done
using nonlinear least squares~LS!. In particular, an approach
to tracking a target in cluttered environments using multilat-
eral time-delay measurements is proposed. It utilizes an it-
erative ML estimation based on the EM algorithm and jointly
solves two different problems:~1! measurement data associa-
tion, and~2! target model estimation where the measurement

errors are modeled as having Gaussian mixture pdf’s. In each
iteration the algorithm applies a nonlinear LS technique to
find the target model parameter estimates. A detection
mechanism is also proposed that can validate the correctness
of the estimated track parameters and/or verify the existence
of target. The algorithm is tested using simulated measure-
ments obtained from a linear array of sensors mounted on-
board an observer platform. The derivation of this tracking
method is presented in Sec. II. Numerical simulations using
several scenarios with different tracking geometries are de-
scribed in Sec. III.

II. ALGORITHM DERIVATION

A general geometry utilized in the time-delay analysis is
shown in Fig. 1. Denoted bySi are sensors and byRi the
signal paths from the target to each of the sensors. Sensors
can be fixed or moving and their positions are assumed to be
known. The target is moving in two dimensions with con-
stant velocity@vx ,vy#8. Its dynamics is described by the
following linear equation:

Xt5Xt* 1~ t2t* !vx , ~1!

Yt5Yt* 1~ t2t* !vy , ~2!

wheret* is a reference time at which the source position is
estimated and@Xt ,Yt#8 denotes the target position at timet.
The parameter vector of the target is defined by

V5@Xt* ,Yt* ,vx ,vy#8. ~3!

Let there beN ~different! transient signals detected dur-
ing an observation time which includes both target-
originated signals and clutter. Associated with this set is a
sequence of time instants$t i% i 51

N determined by the arrival
times of the signals at a reference sensor1 ~these time instants
are generally not evenly spaced!. Related to the signal re-
ceived at the time instantt i there arenti

time-delay measure-
ments

Zti
5$Zti

~1! ,...,Z
ti

~nti
!
%, ~4!

FIG. 1. General geometry used for passive localization.
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obtained by crosscorrelating the outputs from different pairs
of sensors as discussed above. Under the target assumption,

the measurements$Zti
(r )%

r 51

nti are described by the following

observation model:

Zti
~r !5t t i

~r !1eti
~r ! , ~5!

wheret t i
(r ) is the exact time delay

t t i
~r !5 f t i

~r !~Xti
,Yti

!, ~6!

and the functionsf t i
(r )(Xti

,Yti
) depend on the sensor geom-

etry at time t i . The errorseti
(r ) in Eq. ~5! are modeled as

independent random variables that are distributed according
to a two-component Gaussian mixture model

p~eti
~r !!5~12e t i

~r !!N~eti
~r ! ;0,s t i

~r ,1!2
!

1e t i
~r !N~eti

~r ! ;0,s t i
~r ,2!2

!, ~7!

whereN(x;m,s2) is a Gaussian~normal! pdf in variablex
with meanm and variances2, and 0,e t i

(r ),1 defines the

proportion of the two Gaussian pdf’s in the mixture. The
Gaussian mixture pdf is an important concept that has found
many applications in the areas such as underwater acoustic
signal detection~Kassam, 1988; Bouvet and Schwartz, 1988!
and pattern classification~Gong, 2002!. Also note that by
settinge t i

(r )50 the distribution in Eq.~7! becomes a standard

Gaussian pdf.
Denote the batch measurements byZ5$Zti

% i 51
N . Fol-

lowing the approaches presented in Gauvritet al. ~1997! and
Streit and Luginbuhl~1995!, Z represents incomplete data.
The complete data are given by$Z, K%, where K
5$kti

(1) ,...,k
ti

(nti
)
% i 51

N is a set of discrete valued measurement

assignment indices associated with the batchZ, and kti
(r )

P$1,2%, r 51,...,nti
; each indexkti

(r ) assigns the correspond-

ing measurement,Zti
(r ) , to either the target model~track!

~when kti
(r )51) or to clutter (kti

(r )52). Also denote byp t i

5$p t i
(1) ,p t i

(2)% the probability vector related to the assign-

ment indices$kti
(r )%

r 51

nti , wherep t i
(n)5Prob@kti

(r )5n#, and by

P5$p t i
% i 51

N the assignment probabilities for the batchZ.
The assignment probabilities are not known and need to be
estimated along with the target motion parameter vectorV.

The complete data probability, conditioned on the vector
V and the batch assignment probabilitiesP, is given by

P~Z,KuV,P!5)
i 51

N

)
r 51

nti

p t i
~m!pti

~r ,m!um5k
ti

~r ! . ~8!

Here,pti
(r ,1) denotes the measurement model pdf correspond-

ing to the target assignment,kti
(r )51, which

pti
~r ,1!5p~Zti

~r ! ;t t i
~r !!

5~12e t i
~r !!N~Zti

~r ! ;t t i
~r ! ,s t i

~r ,1!2
!

1e t i
~r !N~Zti

~r ! ;t t i
~r ! ,s t i

~r ,2!2
!. ~9!

For the clutter assignment,kti
(r )52, pti

(r ,2)5r, wherer is a

constant~an adjustable parameter!.
Alternatively, the Gaussian mixture model for the mea-

surement error under the target assumption implies thateti
(r )

can be generated either from the normal pdf

N(eti
(r ) ;0,s t i

(r ,1)2) or from the pdfN(eti
(r ) ;0,s t i

(r ,2)2), where

(12e t i
(r )) and e t i

(r ) are the respective prior probabilities. An

auxiliary set of batch assignment indicesL
5$ l t i

(1) ,...,l
t i

(nti
)
% i 51

N is introduced, wherel t i
(r )P$1,2,3%. The

joint probability of the batch measurementsP(Z,LuV,J) for
the given batch assignment indicesL is then defined by

P~Z,LuV,J!5)
i 51

N

)
r 51

nti

j t i
~r ,n!qti

~r ,n!un5 l
t i

~r ! , ~10!

where

qti
~r ,n!5H N~Zti

~r ! ;t t i
~r ! ,s t i

~r ,n!2
! n51,2,

r n53,
~11!

and j t i
(r ,1)5p t i

(1)(12e t i
(r )), j t i

(r ,2)5p t i
(1)e t i

(r ) , andj t i
(r ,3)5p t i

(2) .

The assignmentl t i
(r )5n, nP$1,2%, assigns the measurement

Zti
(r ) to the target and chooses the measurement model based

on the Gaussian pdfN(Zti
(r ) ;t t i

(r ) ,s t i
(r ,n)2

). The case where

l t i
(r )53 denotes the assignment to clutter. The probabilities

j t i
5$j t i

(r ,1) ,j t i
(r ,2) ,j t i

(r ,3)%
r 51

nti are the associated assignment

probabilities, wherej t i
(r ,n)5Prob@ l t i

(r )5n#, n51,2,3, andJ

5$j t i
% i 51

N denotes the corresponding batch assignment prob-
abilities.

The marginal distribution ofP(Z,KuV,P) over ~all pos-
sible measurement to target/clutter assignments! K,
P(ZuV,P), is defined by

P~ZuV,P!5(K P~Z,KuV,P!

5)
i 51

N

)
r 51

nti

(
m51

2

p t i
~m!pti

~r ,m! . ~12!

Similarly, the marginal pdfP(ZuV,J) over L is defined by

P~ZuV,J!5(L P~Z,LuV,J!

5)
i 51

N

)
r 51

nti

(
n51

3

j t i
~r ,n!qti

~r ,n! . ~13!

Under the above assumptions about the relationship between
the assignment probabilities,p t i

andj t i

P~ZuV,P!5P~ZuV,J!. ~14!
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The proposed algorithm computes an ML estimate of the
parameter vectorV and the batch assignment probabilities
J5$j t i

% i 51
N from the marginal pdfP(ZuV,J). It uses the

EM method and follows in its derivation the general ap-
proach outlined in Gauvritet al. ~1997! ~see also Streit and
Luginbuhl, 1995!. Denote the parameter vector byf
5$V,J%. Also denote byf j the parameter vector estimated
during thej th iteration obtained via the EM method, and by
f j 11 the updated parameter vector at the (j 11)-th iteration.
From the Bayes theorem, define the conditional pdf onL,
P(LuZ,f), by

P~LuZ,f!5
P~Z,Luf!

P~Zuf!
. ~15!

Substitution of Eqs.~10! and ~13! into Eq. ~15! produces

P~LuZ,f!5)
i 51

N

)
r 51

nti

wti
~r ,n!un5 l

t i

~r ! , ~16!

where

wti
~r ,n!5

j t i
~r ,n!qti

~r ,n!

(mj t i
~r ,m!qti

~r ,m! . ~17!

Each iteration of the EM algorithm comprises an expectation
step~E step! and a maximization step~M step!. The E step of
the EM algorithm is concerned with finding expectation
Q(fuf j ) as a function off j , i.e., as

Q~fuf j !5 log@P~Zuf!#

1(L log@P~LuZ,f!#P~LuZ,f j !. ~18!

The M step finds the parameter vectorf which maximizes
Q(fuf j ) as

f j 115arg max
f

Q~fuf j !. ~19!

The log-likelihood log@P(Zuf)# is increased in each iteration
and the algorithm assures the convergence to at least a local
maximum~Dempsteret al., 1977!.

Gauvrit et al. ~1997! show that the expectation function
Q(fuf j ) can be broken into several independent subfunc-
tions by separating the variables in the parameter vectorf.
For the problem considered in this paper

Q~fuf j !5(
i 51

N

Q8~j t i
uf j !1Q9~Vuf j !, ~20!

where

Q8~j t i
uf j !5(

r 51

nti

(
n51

3

~wti
~r ,n!! j logj t i

~r ,n! i 51,...,N,

~21!

Q9~Vuf j !5(
i 51

N

(
r 51

nti

(
n51

2

~wti
~r ,n!! j logqti

~r ,n! . ~22!

Each weight (wti
(r ,n)) j in Eqs. ~21! and ~22! represents the

posterior probability that the corresponding measurement
Zti

(r ) originates from either of the Gaussian target models~for

nP$1,2%) or from clutter~for n53).
In this way the M step of the EM method is decoupled

into a maximization problem for each of theN assignment
probabilitiesj t i

and for the target parameter vectorV. The

maximization for the assignment probabilitiesj t i
(r ,n) , n

51,2,3, at timet i and for a givenr P$1,...,nti
%, is con-

strained by the requirement that(nj t i
(r ,n)51, i.e., these prob-

abilities must sum to unity, as each represents the fraction of
the measurement produced by a particular model. An addi-
tional constraint follows from the definition of the joint prob-
ability of batch measurementsP(Z,LuV,J) in Eq. ~10!,
j t i

(r ,1)5(12e t i
(r ))(j t i

(r ,1)1j t i
(r ,2)). The two constraints are com-

bined and rewritten as

j t i
~r ,1!1~12e t i

~r !!j t i
~r ,3!512e t i

~r ! , ~23!

j t i
~r ,2!1e t i

~r !j t i
~r ,3!5e t i

~r ! . ~24!

For r 51,...,nti
, there are 2nti

constraints and the Lagrangian
for this problem is formulated as

Lti
5Q8~j t i

uf j !1(
r 51

nti

l t i
~r ,1!@12e t i

~r !2j t i
~r ,1!

2~12e t i
~r !!j t i

~r ,3!#1(
r 51

nti

l t i
~r ,2!@e t i

~r !2j t i
~r ,2!

2e t i
~r !j t i

~r ,3!#, ~25!

wherel t i
(r ,k) , k51,2 are Lagrange multipliers. Differentiat-

ing the Lagrangian with respect toj t i
(r ,n) and setting the result

to zero yields

j t i
~r ,n!55

1

l t i
~r ,n! ~wti

~r ,n!! j n51,2,

1

(
p51

nti @l t i
~p,1!~12e t i

~p!!1l t i
~p,2!e t i

~p!#
(
p51

nti

~wti
~p,n!! j n53,

~26!
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where r 51,...,nti
. The expression forn53 in Eq. ~26! is

derived by taking into account thatj t i
(r ,3)5p t i

(2) , that is, that

j t i
(r ,3) are equal for allr 51,...,nti

. Combining Eqs.~23!, ~24!,

and~26!, and noting that(
r 51

nti (m51
3 (wti

(r ,m)) j5nti
, it follows

that

(
r 51

nti

@l t i
~r ,1!~12e t i

~r !!1l t i
~r ,2!e t i

~r !#5nti
. ~27!

By substituting this expression back into Eq.~26! for n53,
and using again Eqs.~23! and ~24!, the update forj t i

is
obtained as

~j t i
~r ,1!! j 115

12e t i
~r !

nti
(
p51

nti

(
n51

2

~wti
~p,n!! j , ~28!

~j t i
~r ,2!! j 115

e t i
~r !

nti
(
p51

nti

(
n51

2

~wti
~p,n!! j , ~29!

~j t i
~r ,3!! j 115

1

nti
(
p51

nti

~wti
~p,3!! j . ~30!

Similarly, the update for the target parameter vector is
defined by

~V! j 115arg max
V

Q9~Vuf j !. ~31!

Rearranging Eq.~22! yields

Q9~Vuf j !}(
i 51

N

(
r 51

nti

logN~Zti
~r ! ;t t i

~r ! ,~s t i
~r !2

! j !, ~32!

whereN(Zti
(r ) ;t t i

(r ) ,(s t i
(r )2

) j ) is a Gaussian with the effective

variance

~s t i
~r !2

! j5S ~wti
~r ,1!! j

s t i
~r ,1!2 1

~wti
~r ,2!! j

s t i
~r ,2!2 D 21

. ~33!

The target parameter vector update (V) j 11 can be obtained
by using a standard weighted nonlinear LS procedure such as
the Levenberg–Marquardt algorithm~see, for example, Press
et al., 1995!.

Detection of local ML solutions

Depending on the configuration of clutter measurements
in the batch, in some cases the proposed algorithm may con-
verge to one of suboptimal~or local! ML solutions. The in-
tention is to detect and discard such solutions. Denote byf*
the parameter vector estimated by the algorithm, and by
P(Zuf* ) the corresponding likelihood defined by Eq.~13!.
The likelihood P(Zuf* ) of a local ML solution is usually
significantly lower than the likelihood of the global solution
~Streit and Luginbuhl, 1995!.

The detection statistic can be formulated as

L~Z,f* !5 log
P~Zuf* !

P~Zufc!
5 (

k51

N

L~k!~Ztk
,f* !, ~34!

whereL (k)(Ztk
,f* ) is defined by

L~k!~Ztk
,f* !5 log

P~Ztk
uf* !

P~Ztk
ufc!

, ~35!

P~Ztk
uf!5)

r 51

ntk

(
n51

3

j tk
~r ,n!qtk

~r ,n! , ~36!

andfc denotes the parameter vector that corresponds to the
case where all measurements in the batchZ are false~clut-
ter!. Here, it is taken that the number of target-originated
time-delay measurementsntk

at each timetk is the same, i.e.,
ntk

5C.
Equation~34! ensures thatL(Z,f* ) is normalized with

respect to the~variable! number of clutter measurements in
the measurement batchZ. However, the number of target-
originated measurements also varies. Besides, in the cases
where the global ML solution is attained there is always a
relatively small number of the target-originated measure-
mentsZtk

5$Ztk
(1) ,...,Ztk

(C)% in the batch to which the esti-

mated track is close in the sense that the corresponding like-
lihood ratiosL (k)(Ztk

,f* ) are relatively large. Because of
the Gaussian mixture pdf for the time-delay measurement
errors, other measurements may have larger errors, and their
corresponding likelihood ratios are then relatively small. As
a consequence, the detection statistic in Eq.~34! that uses all
measurements may be unsuitable for robust and accurate de-
tection of optimal ML solutions.

An alternative detection statistic is proposed that uses
only the measurements to which the estimated solutionf* is
well fitted. The number of such measurementsK̃ is taken to
be the smallest number of the target-originated measure-
mentsZtk

sufficient to convey the information about the tar-
get parameter vectorV ~e.g.,K̃54 or 5!. Then,K̃ maximal
values ofL (k)(Ztk

,f* ) over allkP$1,...,N% are selected and
used to compute the test statistic. This is done by placing the
ratios$L (k)(Ztk

,f* )%k51
N in decreasing order of their values

~where the corresponding ordering is denoted byk̃) and by
summing the firstK̃ ordered values, i.e., as

L̃~Z,K̃,f* !5 (
k̃51

K̃

L~ k̃!~Ztk̃
,f* !. ~37!

The test is constructed such that under the hypothesisH0

the algorithm converges to the global ML solution and the
estimated parameter vectorf* is accepted. Under the hy-
pothesisH1 the solution is assumed to correspond to a local
maximum in which casef* is discarded. Hence, the test at
level of significancea is defined as

if L̃~Z,K̃,f* !<Ta then H0 is rejected

~H1 is accepted!

else H0 is accepted. ~38!

In a situation where the presence of the target is not known,
a similar test can be used to validate the existence of a target
corresponding to the estimated track. The decision mecha-
nism now distinguishes between two hypothesis:~1! that the
track exists and the estimated parameter vectorf* is the
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global solution~hypothesisH0), and~2! that there is no track
or thatf* is a local maximum~hypothesisH1). The testing
H0 againstH1 in this case is the same as in Eq.~38!. The
global maximum detected whenH0 is true leads to the ac-
ceptance of the target hypothesis, whereas suboptimal ML
solution in this case represents a missed detection.

The estimation of the pdf of the detection statistics
L̃(Z,K̃,f* ) is discussed in Sec. III.

III. SIMULATION RESULTS AND DISCUSSION

The sensor geometry applied in the time delay analysis
in the simulations is shown in Fig. 2. ‘‘F,’’ ‘‘C,’’ and ‘‘A’’
denote collinear equally spaced sensors with intersensor
separationL. The sensors are assumed to be mounted on-
board an observer platform, and the intersensor distanceL is
limited by the physical dimensions of the platform. The ob-
server is moving with a constant velocity@vx

p ,vy
p#8 and its

position at timet is denoted by@Xt
p ,Yt

p#8.
Three scenarios with different target geometry are used

to test the ML estimator discussed in Sec. II. The starting
positions~at timets50) and velocities of the target for these
scenarios are given in Table I. The starting position of the
observer is @0 km,0 km#8 and the velocity is
@4.5 m/s,0m/s#8.

For each scenario,V5100 sets of target-originated
simulated measurements are generated. The transients are
observed at the time instants defined byt15ts, tk5tk21

1Dtk , k52,...,NT, whereDtk is uniformly distributed in the
interval @Dtmin ,Dtmax#, with Dtmin510 s, Dtmax54 min. The
time delays of arrival are measured between pairs of sensors
C and A, and F and C~see Fig. 2!, so that the number of
measurements for a transient at timetk is ntk

52. The exact

time delay between sensors C and A is denoted byt tk
(1) , and

between sensors F and C byt tk
(2) . Given rangeRtk

and bear-

ing angleu tk
to the transient source, these time delays are

computed as

t tk
~1!5

1

c
~Rtk

2ARtk
2 1L222LRtk

cosu tk
!, ~39!

t tk
~2!5

1

c
~ARtk

2 1L212LRtk
cosu tk

2Rtk
!, ~40!

wherec denotes the velocity of sound in the medium~water!,
which is assumed to be homogeneous. Similarly, rangeRtk
and bearing angleu tk

are computed, respectively, as

Rtk
5A~Xtk

2Xtk
p !21~Ytk

2Ytk
p !2, ~41!

u tk
5p/21tan21FXtk

2Xtk
p

Ytk
2Ytk

p G1Ctk
p , ~42!

whereCtk
p is the sensor array orientation which is assumed to

be equivalent to the observer heading, so thatCtk
p

5tan21@vy
p/vx

p# for vx
p.0.

The time-delay error distribution is taken to be equiva-
lent for both time delays, and for alltk , so thate tk

(r )5e and

s tk
(r ,n)5s (n) for n51,2, andr 51,2. The values used in the

simulations are:s (1)520ms, s (2)5100ms, and e50.25.
The intersensor separation isL550 m and the velocity of
sound in water isc51500 m/s. The observation area is lim-
ited to have a maximum range of 12 km and bearings be-
tweenu0 andp2u0 , whereu05p/6. All ~noisy! measure-
ments that fall outside this area are discarded so that the
effective number of target-originated transients in a simula-
tion is betweenNT512 andNT517.

Each target-originated measurement set is combined
with a set of clutter measurements. The number of clutter
measurements per km2 per hour has a Poisson distribution
with meanm, and the measurements occur at the time in-
stants randomly chosen from the time interval that starts 8
min before and finishes 8 min after the observation time for
the target-originated measurement set.

The ML and MAP estimators based on the EM algo-
rithm are sensitive to the choice of the initial values of the
parameters~Gauvrit et al., 1997; Streit and Luginbuhl,
1995!. Poor initialization of the algorithm may result in con-
vergence to suboptimal solutions, i.e., the algorithm may
converge only to a local ML solution and not to a global
solution. The technique commonly applied to improve the
convergence rates of these algorithms is to initially inflate
the measurement variance~covariance! inside the E step in
the EM process~Willett et al., 2002!. The initial iteration of
the EM algorithm is performed with a large variance and the
variance is decreased~or deflated! in the subsequent itera-
tions.

In this application, to find the value of the target param-
eter vectorV to initialize the ML estimator, an annealing
M-estimator ~AM-estimator! ~Carevic, 2003! is used. This
technique is statistically less efficient than the proposed ML
estimator as it does not explicitly utilize the knowledge of
the measurement model. However, it is very robust and is

FIG. 2. The geometry used in the simulations for passive localization.

TABLE I. Starting target positions@Xts,Yts#8 at time ts50 and velocities
@vx ,vy#8 for the three tracking scenarios.

Tracking
scenario

Xts

~km!
Yts

~km!
vx

~m/s!
vy

~m/s!

1 24.0 4.5 6.0 2.2
2 23.5 10.0 7.0 22.5
3 21.5 7.0 5.5 20.2
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usually capable of finding an estimate of the target parameter
vector in the vicinity of the global ML solution. The variance
deflation method is also applied, whereby both variances in

the Gaussian mixture models t i
(r ,n)2

, n51,2, are deflated by

the factors$4,3,2.5,2,1.5% in the first several iterations of the
EM process. On initialization both target and clutter are con-
sidered to be equally probable.

A simulation corresponding to tracking scenario 2 is
shown in Fig. 3~a!. The true target trajectory and the trajec-
tory estimated using the proposed method are shown in Fig.
3~b!. The noisy measurements$Ztk

(1)%k51
N used in the simula-

tion in Fig. 3 are shown in Fig. 4. True and estimated posi-
tions of the target at the reference timet* in Fig. 3 are
denoted by the star symbols. Also, symbols ‘‘o’’ denote start-
ing positions of the observer and target.

The pdf of the detection statistic in Eq.~37!,
L̃(Z,K̃,f* ), under H0 is estimated empirically using the
following approximation:

P@L̃~Z,K̃,f* !uH0#'P@L̃~Z,K̃,f true!#. ~43!

f true denotes true model parameters wherej tk
(r ,1)5(12e),

j tk
(r ,2)5e, and j tk

(r ,3)50 for the target-originated measure-

ments, j tk
(r ,1)5j tk

(r ,2)50 and j tk
(r ,3)51 for clutter measure-

ments, andVtrue is the true target motion parameter vector.
For the pdf estimation, the length of the target modelÑT in
f true is taken to be equal to the mean number of the target-
originated measurements overV5100 sets that correspond
to different tracking scenarios~see Table I!.

The pdf’s of the detection statistic estimated using the
ML solutions from the tracking simulations,
P@L̃(Z,K̃,f* )uH0#, and using the approximation
P@L̃(Z,K̃,f true)#, for K̃55 andÑT515, are shown in Fig.
5. It can be seen that the approximation in Eq.~43!,
P@L̃(Z,K̃,f true)#, well models the true distribution of the
detection statistics, and is much easier to compute. Using the
estimated pdfP@L̃(Z,K̃,f true)# the thresholdTa in Eq. ~25!
is determined for the significance levela50.15%.

Performance of the proposed ML estimator

The performance of the ML estimator is measured using
the mean absolute distance between the true target trajectory
(Xt ,Yt) and the trajectory that corresponds to the estimated
parameters (Xt* ,Yt* ). For each simulationl, l 51,...,V

FIG. 3. A simulation corresponding to tracking scenario 2:~a! true target
trajectory and observer trajectory;~b! true and estimated target trajectories.
True and estimated positions of the target at the reference timet* are de-
noted by the star symbols.

FIG. 4. Noisy time-delay measurements used in tracking simulation in
Fig. 3.

FIG. 5. Pdf’s of the detection statistic estimated using global ML solutions

obtained from the algorithm,f* , and using true parametersf true for K̃

55 andÑT515.
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5100, the detection test is performed as described above. If
f l* is accepted as the global solution, the mean trajectory
distance~MTD! is computed as

MTD l5
1

Nl
T (

k51

Nl
T

ADXtl ,k
2 1DYtl ,k

2 , ~44!

with

DXtl ,k
5Xtl ,k

2Xtl ,k* , ~45!

DYtl ,k
5Ytl ,k

2Ytl ,k
* . ~46!

Xtl ,k
* andYtl ,k

* are obtained using the estimated target param-

eter vectorVl* , where t l ,k , k51,...,Nl
T denote the time in-

stants of the target-originated measurements in the measure-
ment batch. The mean of the MTD over all accepted
simulationsV8, denoted by MMTD, is then computed as

MMTD5
1

V8 (V8
MTD l . ~47!

The tests are done for a range of values of the parameter
of the Poisson distributionm. For eachm, the mean percent-
age of clutter measurements~MPC! is computed as the mean
of the number of clutter measurements relative to the number
of the target-originated measurements over all accepted
simulationsV8, i.e., as

MPC5
100

V8 (
V8

Nl
C

Nl
T ~%!. ~48!

The MMTD values as a function of the mean percentage
of clutter for the three tracking scenarios under consideration
are shown in Figs. 6–8 where the MMTD values are mea-
sured in meters. The results are presented for the proposed
ML estimator and the AM-estimator. The estimates obtained
using the ML procedure are, on average, much more accurate
than those obtained using the AM-estimator.

The experiment is repeated usingV5200 sets of target-
originated measurements corresponding to each of the three
tracking scenarios, where the mean percentage of clutter
measurements in a batch@defined by Eq.~48!# varies over a

range of values as discussed above. The results obtained us-
ing the 6600 simulated batches are utilized to estimate the
probability of track detectionPtd . This probability is Ptd

50.96. Similarly, 1000 batches that contain only clutter mea-
surements are used to estimate the probability of false alarm
Pfa . This probability isPfa50.

IV. CONCLUSION

An approach to tracking a single target in cluttered en-
vironments using multilateral time-delay measurements has
been presented. The measurement errors are modeled as hav-
ing ~possibly different! Gaussian mixture pdf’s. The method
utilizes an ML optimization approach based on the EM algo-
rithm, and it is shown that the ML estimates of the target
model parameters can be obtained using a nonlinear LS
method. A detection mechanism that can validate the correct-
ness of the estimated track parameters and verify the exis-
tence of target has also been formulated.

Under consideration has been the problem of tracking
underwater targets based on measurements derived from pas-
sively sensed transient signals. The proposed method is ap-
plied to the time-delay measurements derived using a linear
array of sensors mounted on board an observer platform.

FIG. 6. The results of testing the ML estimator and comparison with the
AM-estimator for tracking scenario 1.

FIG. 7. The results of testing the ML estimator and comparison with the
AM-estimator for tracking scenario 2.

FIG. 8. The results of testing the ML estimator and comparison with the
AM-estimator for tracking scenario 3.
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Extensive tests are carried out on simulated data for several
scenarios with different tracking geometry, and it is shown
that the proposed method performs better when compared to
an annealing M-estimator.
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The nature of the neural processing underlying the extraction of pitch information from harmonic
complex sounds is still unclear. Electrophysiological studies in the auditory nerve and many
psychophysical and modeling studies suggest that pitch might be extracted successfully by applying
a mechanism like autocorrelation to the temporal discharge patterns of auditory-nerve fibers. The
current modeling study investigates the possible role of populations of sustained chopper~Chop-S!
units located in the mammalian ventral cochlear nucleus~VCN! in this process. First, it is shown
that computer simulations can predict responses to periodic and quasiperiodic sounds of individual
Chop-S units recorded in the guinea-pig VCN. Second, it is shown that the fundamental period of
a periodic or quasiperiodic sound is represented in the first-order, interspike interval statistics of a
population of simulated Chop-S units. This is true across a wide range of characteristic frequencies
when the chopping rate is equal to thef 0 of the sound. The model was able to simulate the results
of psychophysical studies involving the pitch height and pitch strength of iterated ripple noise, the
dominance region of pitch, the effect of phase on pitch height and pitch strength, pitch of
inharmonic stimuli, and of sinusoidally amplitude modulated noise. Simulation results indicate that
changes in the interspike interval statistics of populations of Chop-S units compare well with
changes in the pitch perceived by humans. It is proposed that Chop-S units in the ventral cochlear
nucleus may play an important role in pitch extraction: They can convert a purely temporal pitch
code as observed in the auditory nerve into a temporalplace code of pitch in populations of
cochlear-nucleus, Chop-S with different characteristic frequencies, and chopping rates. Thus,
populations of cochlear-nucleus Chop-S units, together with their target units presumably located in
the inferior colliculus, may serve to establish a stable rate-place code of pitch at the level of the
auditory cortex. ©2004 Acoustical Society of America.@DOI: 10.1121/1.1643359#

PACS numbers: 43.64.Bt, 43.64.Qh, 43.66.Ba@WPS# Pages: 1207–1218

I. INTRODUCTION

Tracking the pitch of periodic sounds is one of the fun-
damental tasks of the auditory system. Periodic sounds in
nature are normally harmonically structured. The perceived
pitch of the stimulus can typically be matched to a sinusoid
whose frequency is the same as the fundamental of the har-
monic series (F0). This perception persists even when there
is no auditory excitation in theF0 frequency region, indicat-
ing that pitch perception is a synthetic process. The pitch
percept is also particularly strong when the harmonic com-
ponents are well separated relative to the frequency resolving
power of the cochlea, suggesting that pitch often involves the
combination of information taken across a range of
frequency-selective channels. Any model of the physiologi-
cal basis of pitch processing must take these basic facts into
account.

Historically, models of pitch perception have champi-
oned either spectral~e.g., Terhardt, 1979; Goldstein, 1973! or
temporal ~e.g., Schouten, 1970; Licklider, 1951! explana-
tions. Spectral explanations focus on the frequency-resolving

properties of the basilar membrane, while temporal explana-
tions seek to show that the temporal resolution of the
auditory-nerve~AN! response is an adequate basis for pitch
extraction. Models using an autocorrelation analysis of
auditory-nerve response patterns~Licklider, 1959; Lyon,
1984; Meddis and Hewitt, 1991a,b! have suggested that pitch
could, in principle, be extracted from the temporal pattern of
activity in the peripheral input. More direct evidence in favor
of a temporal code for pitch comes from electrophysiological
recordings from the cat auditory nerve~Horst et al., 1986;
Cariani and Delgutte, 1996a,b!: They showed that temporal
analyses such as autocorrelation, when applied to the
auditory-nerve temporal discharge pattern, results in a reli-
able estimate of the stimulus pitch for a comprehensive set of
test conditions.

The study to be described below takes this analysis as its
starting point, but asks how this temporal information is ex-
tracted physiologically and made available for later process-
ing. Physiological mechanisms that might serve the process
that extracts pitch information from the temporal pattern of
activity in the AN have not yet been discovered but may be
located at least partly in the cochlear nucleus~CN!, the only
nucleus to receive direct AN input. de Cheveigne~1998!
adopted a temporal approach and proposed that pitch percep-

a!Electronic mail: lutzw@lmu.de
b!Electronic mail: rmeddis@essex.ac.uk
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tion may involve ‘‘an array of delay lines and inhibitory
gating.’’ Shamma and Klein~2000! have suggested a tem-
plate approach based on across-frequency coincidence detec-
tion. They treat the cochlear nucleus as a second stage con-
taining ‘‘a matrix of coincidence detectors that compute the
average pairwise instantaneous correlation~or product! be-
tween responses from all characteristic frequencies~CFs!
across the channels.’’ Both these approaches are functionally
plausible but await direct physiological confirmation. Below
it will be suggested that the intrinsic membrane properties of
sustained-chopper cells~Chop-S! provide a possible basis for
the transformation of an auditory-nerve, temporal pitch code
into a temporalplace code of pitch at the level of the CN.
This approach is based on the measured physiological re-
sponses of Chop-S units to pitch sounds, and the model has
the advantage that it can be tuned to match the physiological
responses. Of course, it remains the case that the autocorre-
lation analysis that has proved successful at the level of the
AN would also work at the level of the cochlear nucleus,
given that many units preserve the fine-structure information
that is present in the AN. However, this would still leave the
question as to how this autocorrelation is performed and at
what level in the nervous system.

The cochlear nucleus contains different cell types that
can be separated both anatomically and in terms of their
electrophysiological response characteristics~Blackburn and
Sachs, 1989!. Shofner~1991, 1999! showed that primarylike
units in the chinchilla ventral cochlear nucleus were well
able to represent the period of rippled noise and iterated
rippled noise in their temporal discharge patterns. Wiegrebe
and Winter~2001! and Winteret al. ~2001! have suggested
that Chop-S units in the ventral cochlear nucleus~VCN! may
play a role in pitch perception: Chop-S units are character-
ized by a regular response pattern in response to pure tones
at their CF~Young et al., 1988!. More recently, it has been
shown that the temporal discharge pattern becomes more
regular when a Chop-S unit is stimulated with a periodic
stimulus whosef 0 is near the unit’s intrinsic chopping rate
~CR, Winteret al., 2001; Wiegrebe and Winter, 2001!. This
selective enhancement of regularity is the focus of the model
to be described.

The model consists of a large number of simulated
Chop-S units organized according to their CF and CR. An
ensemble of units with the same CR, but spread across CFs,
is called a ‘‘Chop-S population.’’ Each Chop-S population
will synchronize its activity to thef 0 of the input stimulus if
the f 0 is close to the CR of the Chop-S population. The
important feature of Chop-S units is that this synchronization
to f 0 does not only occur in Chop-S units that are spectrally
tuned tof 0 but also in Chop-S units that are spectrally tuned
to integer multiples~harmonics! of f 0. Information about the
f 0 of the input is therefore distributed across all chopping
units in terms of the amount of synchronization present in
each, i.e., a synchronization/place code. This synchronization
is quantified in the model as its normalized CR-locked rate;
its computation is described below. A global estimate of the
amount of synchronization to a particular fundamental fre-
quency can be found by averaging the normalized CR-locked
rate across a Chop-S population, i.e., across the Chop-S units

with the same CR but different CFs. This is used as the
model’s estimate of the strength of a pitch equivalent to the
CR. If pitch strength is estimated at a number of values of
CR, the CR yielding the highest value can be used to predict
the pitch most likely to be selected in a psychophysical
pitch-matching experiment.

Clearly, this model can only represent the first stage of a
much longer process whereby the synchronization observed
in individual Chop-S units is further processed and combined
to give a pitch percept. Given that the chopper units are
thought to project to the inferior colliculus, it is possible that
the next processing step is located there. It may involve co-
incidence units that are driven when populations of units
with similar CF and CR fire in synchrony but not otherwise.
Hewitt and Meddis~1994! have already shown how such
circuits can convert a change in synchrony into a rate
change. However, the present modeling study is only con-
cerned with the processing observed at the level of the co-
chlear nucleus. The model is intended to demonstrate that the
activity of the chopper units provides an adequate basis for
later stages of pitch processing. It is already clear that
auditory-nerve activity supplies an adequate basis for pre-
dicting psychophysical pitch judgments~Horst et al., 1986;
Cariani and Delgutte, 1996a,b!. The aim of this study is to
move forward to the next stage by identifying Chop-S units
as the most likely carrier of pitch information by virtue of
their ability to synchronizeselectivelyto particular pitches.
This selectivity converts the temporal code found in the au-
ditory nerve to a temporalplace code in the cochlear
nucleus. As such, it makes a unique and important contribu-
tion to pitch processing in the auditory brainstem.

II. SIMULATIONS

A. Simulations of electrophysiological recordings

1. Model structure

The computer model incorporated the Chop-S model of
Hewitt et al. ~1992!. Other models~Ghoshalet al., 1992; Lai
et al., 1994! could have been used, and it is not expected that
they would yield fundamentally different results. The input
to the Chop-S model used recently updated models of the
auditory periphery. Two different peripheral models were
used: one for the guinea pig when modeling physiological
observations and one for humans when modeling psycho-
physical data. The models consisted of~a! a system of band-
pass filters designed to simulate the effect of the outer- and
middle ear;~b! a dual-resonance, nonlinear filterbank with
parameters set to match properties of the guinea pig~Meddis
et al., 2001!; ~c! mechanical to electrical transduction in the
IHC; ~d! IHC-auditory-nerve~AN! synapse~Sumneret al.,
2002!; ~e! AN spike generation sufficient to give 15 indepen-
dent fibers with the same CF to each Chop-S unit;~f! the
application of a 0.75-ms refractory time; and~g! Chop-S unit
dendritic filtering using a first-order low-pass filter with a
cutoff frequency of 300 Hz.

The Chop-S units were modeled using the algorithm
suggested by MacGregor~1987!. Fifteen input fibers were
used because recent physiological investigations have re-
vealed that the 60 fibers suggested in Hewittet al. ~1992!
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may be too many. Ferragamoet al. ~1998!, using in vitro
techniques, estimated that at least five AN fibers converge on
the dendrites of VCN stellate cells. We found that five input
fibers were too few to generate realistic simulations of our
animal data. The CF of the simulated Chop-S unit is deter-
mined by the center frequency of the cochlear filter driving
its input AN fibers; the CR of the unit was manipulated by
changing the potassium recovery time constant~Hewitt
et al., 1992!.

All model parameters can be obtained from̂http://
www.essex.ac.uk/psychology/hearinglab/models&. The model
was implemented using publicly available computer coded
modules in the Development System for Auditory Modelling
~DSAM! library ~footnote 1!. The DSAM modules were
called fromMATLAB programs that generated the stimuli and
analyzed the response of the modeled Chop-S units.

The electrophysiological recordings shown here are
taken from the study by Winteret al. ~2001!.

2. Response to best-frequency pure tones

The parameters of the model were tuned so that the
model generated pure-tone responses as similar as possible
to those recorded in guinea pig in an earlier study~Winter
et al., 2001; Wiegrebe and Winter, 2001!. Figure 1~A! shows
the peristimulus, time-histogram~PSTH! of a Chop-S unit
with a CF of 3 kHz to 250 repetitions of 50-ms CF tones
presented at 50 dB above unit threshold. Figure 1~B! shows
the PSTH response of the model to the same stimulus. The
figure insets show the coefficient of variation~CV! of the
responses. The CV is computed by dividing the standard de-
viation of the interspike intervals by its mean~Blackburn and
Sachs, 1989!. Both animal and model data have an average
CV close to 0.2.

3. Responses to complex tones

Hewitt et al. ~1992! showed that simulated Chop-S units
were able to predict the response characteristics of recorded
Chop-S units when stimulated by sinusoidally amplitude
modulated~SAM! tones. In our study, the refined Chop-S
model was tested with an extended set of stimuli including
iterated rippled noise~IRN! and harmonic complexes. The
individual tone components of the harmonic complexes were
added in either cosine phase~CPH! or random phase~RPH!.
The IRN stimuli were generated in an add-same configura-
tion ~Yost, 1996a!. They are designated ‘‘IRNS(d,g,n)’’
where ‘‘d’’ is the delay in ms, ‘‘g’’ is the linear gain in the
delay loop, and ‘‘n’’ is the number of iterations. Both RPH
complexes and IRN stimuli were refreshed for every presen-
tation for both recording and simulation. Thef 0 ~equivalent
to the IRN delay reciprocal! ranged from 31.25 to 1000 Hz.

Responses were typically obtained using 25 repetitions
of 409.6-ms stimuli generated with 20-ms, raised-cosine
ramps at a sampling rate of 20 kHz. The presentation level
was set so that neural rate responses were always well above
threshold. First-order interspike interval histograms~ISIHs!
in response to periodic sounds are shown in Fig. 2. Abeles
~1982! introduced a method to quantify interspike interval
distributions independent of binwidth and overall firing rate.
The method is easily implemented by dividing the number of
intervals in a bin of an interspike interval histogram by the
product of binwidth and the overall number of interspike
intervals. All ISIHs presented here are expressed in terms of
firing rate as suggested by Abeles~1982!. The recorded unit
has a CR of 250 Hz and is the same unit as shown in Fig. 1.
The figure is arranged with animal ISIHs in the left three
columns and the model ISIHs in the right three columns. The
three columns represent the response to IRN, RPH, and
CPH, respectively.F0 increases from bottom to top~see the
central column!. For all stimuli except the CPH with lower
f 0’s, the ISIHs of both animal data and model response show
a pronounced mode around 4 ms, regardless of thef 0 of the
signal. This reflects the intrinsic chopping of the unit. How-
ever, this mode becomes taller and thinner when thef 0 of
the signal is the same as the CR of the unit~250 Hz; equiva-
lent to a chopping period of 4 ms!.

Note that simulated responses to CPH tones show some
deviations from the physiological data. Specifically, the ISIH
shows some temporal fine structure which is absent in the
recorded data. The lack of fine structure in the recorded data
may result from the influence of temporally random inhibi-
tion, as suggested by Laiet al. ~1994!.

Overall firing rate responses for the same recordings and
simulations are shown in Fig. 3. For IRNS and RPH stimuli,
rate responses are largely independent of thef 0 ~fine and
strong continuous lines!. This result agrees with previous
observations on modulation tuning in chopper units~Frisina
et al., 1990a,b!. However, with CPH stimulation alone
~dashed lines!, both the recordings and simulations show a
pronounced increase in the rate response with increasingf 0.
CPH closely resemble click trains. At very lowf 0’s, the
Chop-S unit responds with a single spike per click. As these
become fewer with decreasingF0, the rate response de-
creases.

FIG. 1. Comparison of responses of a recorded Chop-S unit with a CF of 3
kHz and a chopping rate~CR! of 250 Hz ~A! and its simulation~B! in
response to 250 repetitions of 50-ms CF tones at 50 dB above threshold.
Peristimulus time histograms are shown in~A! and ~B!; the coefficients of
variation~CV! based on a regularity analysis are shown in the figure insets.
Note that the simulation captures the main features of both the PSTH and
the regularity analysis.
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Frisina et al. ~1990a,b! used amplitude modulated pure
tones to demonstrate bandpass modulation tuning functions
in VCN chop-S units. This shows that the Chop-S unit syn-
chronized its discharges with the stimulus modulation fre-

quency for only a narrow range of modulation frequencies. A
similar phenomenon can be demonstrated with IRN stimuli
but a different method of analysis is required to show it,
because IRN and RPH stimuli are not amenable to synchro-
nization analysis. This is because their phase spectrum is
random and, for IRN stimulation, the phase spectrum is also
time variant. Thus, any analysis of regularity or synchrony
with this kind of stimulation must be primarily based on
interspike interval statistics.

Shofner~1999! quantified changes in the height of the
first peak in the neural autocorrelogram~equivalent to an
all-order, interspike interval analysis! using the formula

Normalized, CR-locked rate5
Rt2Rave

Rave
,

whereRt equals the ISIH firing rate at an interspike interval
corresponding to the CR of the unit andRave equals the ISIH
firing rate averaged across all interspike intervals. As the
ISIH firing rates are independent of binwidth and overall
firing rate ~Abeles, 1982!, also the normalized, CR-locked
firing rate is independent of these parameters. We use the
same measure of peak height here. Note, however, that, un-
like in Shofner~1999!, peak heights were calculated based
on a first-order ISIH analysis, not on an all-order ISIH analy-
sis. A first-order ISIH analysis was preferred because Winter
et al. ~2001! showed that the bandpass tuning to a specific
range of f 0’s is demonstrated only with a first-order ISIH
analysis. Binwidths of 250ms are used throughout the whole
body of this paper.

FIG. 2. Interspike interval histograms~ISIHs! of the
3-kHz Chop-S unit and its simulation as shown in Fig.
1 in response to harmonic complex tones and iterated
rippled noise. The stimulusF0 ~51000/delay for
IRNS! is given in the middle column. Stimuli were ei-
ther IRNS(d,1,16), random-phase harmonic complexes
~RPH!, or cosine-phase complexes~CPH!. The ordinate
of the ISIHs is scaled in terms of firing rate after Abeles
~1982! to make the ISIHs independent of binwidth and
overall firing rate. Note that when the stimulusF0
matches the chopping rate~250 Hz!, intervals are redis-
tributed in favor of the interval corresponding toF0
~upward triangles!.

FIG. 3. Overall firing rate responses of the recording shown in Fig. 2. Note
that both in the recording~A! and the simulation~B! the rate response is
independent of the stimulusF0 when the stimuli were IRNS or RPH~fine
and strong continuous lines!. With CPH stimulation~dashed lines!, however,
the rate response increases with increasingF0 because of the transient pe-
riodic envelope fluctuation of the CPH.
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The normalized, CR-locked rate is shown as a function
of f 0 in Fig. 4. The stimuli were IRNS(d,1.16). Again,
analyses of the guinea-pig recordings are shown in the left
column; analyses of the simulated responses are shown in the
right column. The recorded and the simulated unit was a
Chop-S unit with a CF of 1000 Hz and a CR of 250 Hz.
Different rows represent different stimulus attenuations as
shown in the panels. Note that the normalized, CR-locked
rate always shows a pronounced peak when the IRNSf 0
matches the CR. Moreover, this peak is stable over the 30-dB
range of sound levels tested and it is similar in the recording
and the simulation. These data reflect the previous finding
that Chop-S units provide a selectivity forf 0 which is inde-
pendent of sound level when the unit is in saturation
~Wiegrebe and Winter, 2001!. A secondary peak is seen at an
f 0 of 500 Hz, i.e., when the IRNSf 0 is twice the CR. This
secondary peak reflects the fact that a Chop-S unit is capable
to lock onto an integer multiple of its input period. This is a
possible neurophysiological foundation of octave confusions
observed psychophysically. This topic is discussed in Sec.
III.

B. Simulations of pitch phenomena in populations of
Chop-S units

1. Model structure

Psychophysical studies of pitch perception have em-
ployed many different kinds of stimuli. The response of the
model will now be evaluated using some of these stimuli. It
was necessary to make two major changes to the model in
order to make it suitable for evaluation against human, psy-

chophysical data. First, the peripheral model was changed to
match that of human listeners. Second, the model was ex-
panded to included populations of Chop-S units with a wide
range of CRs~about 100 to 550 Hz!. The outer- and middle-
ear transfer function was modified to fit the human outer- and
middle-ear transfer function~Glasberg and Moore, 2002!.
Cochlear processing was implemented with a filterbank con-
sisting of dual-resonance, nonlinear, bandpass filters fitted to
explain human forward-masking measurements~Lopez-
Poveda and Meddis, 2001!. The filterbank consisted of 20
nonlinear filters with CFs equally spaced on a logarithmic
frequency axis between 200 and 6000 Hz. The simulated
Chop-S units form populations of Chop-S units where each
population is determined by its common CR. A population
consists of 20 Chop-S units~i.e., one per filter! with a com-
mon CR and CFs determined by the center frequencies of the
auditory filters. In other respects, the model is identical to
that used to simulate the physiological recordings.

2. Simulation paradigm

Unless otherwise stated, simulated responses are based
on 25 repetitions of 409.6-ms stimuli presented at 40 dB
above rate threshold. Stimuli are always windowed with
20-ms raised-cosine gates. Again, data are analyzed in terms
of the Chop-S first-order ISIH scaled as suggested by Abeles
~1982!. Binwidth was always 250ms. The dependent vari-
able is the normalized CR-locked rate produced by a stimu-
lus. The model implies that the normalized CR-locked rate
reflects the perceived pitch strength, while the pitch itself is

FIG. 4. Normalized CR-locked rate as a function of
stimulus f 0. The stimuli were IRNS(d,1,16), whered
equals thef 0 reciprocal. Recorded responses are shown
in the left column; simulated responses are shown in the
right column. The attenuation of the sound-pressure
level of the stimulus is given in the individual panels.
Note that when the IRNSf 0 matches the chopping rate
of the unit ~250 Hz!, there is a clear peak in the nor-
malized CR-locked rate. Moreover, the position of this
peak is not affected by the sound-pressure level of
stimulation. Thus, this measure is quite stable against
changes in sound-pressure level. A secondary peak is
observed when the IRNSf 0 is 500 Hz, i.e., twice the
chopping rate. This feature of Chop-S units is discussed
in Sec. III.
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reflected in a distributed manner in terms of which popula-
tion of Chop-S units shows the strongest normalized CR-
locked rate.

3. Simulation 1: The representation of the pitch
strength of IRN

Yost ~1996b! showed that the pitch strength of IRN can
be predicted using the height of the first major peak in the
autocorrelation function of the stimulus waveform (h1).
Specifically, the perceived pitch strength is proportional to
10 raised to the power ofh1. The Chop-S model is evaluated
by measuring the normalized CR-locked rate to IRN stimuli
with different pitch strengths. The growth of the normalized
CR-locked rate~averaged over a population of Chop-S units!
is plotted against the number of iterations for both Yost’s
function and the model~Fig. 5!. For this demonstration, the
Chop-S units are spread over a wide range of CFs~200 to
6000 Hz! but CRs were fixed at 200 Hz, equal to the IRN
delay reciprocal. Thus, the stimuli were IRNS(5,1,n), where
n, the number of iterations, was 1, 2, 4, 8, and 16. The fine
line in Fig. 5 represents Yost’s estimate of pitch strength of
the stimulus, based onh1, as a function of the number of
iterations. The strong line show the normalized CR-locked
rate averaged across an array of simulated Chop-S units. It
can be seen that the normalized CR-locked rate for a popu-
lation of simulated Chop-S units grows in proportion with
Yost’s estimate of perceived pitch strength. This is an impor-
tant feature of the normalized CR-locked rate because it im-
plies that the measure can be used additively when it is in-
vestigated how different units contribute to overall pitch
strength. The feature is exploited in the subsequent simula-
tions.

4. Simulation 2: The dominance region of harmonic
sounds

For simple harmonic complexes, Ritsma~1967! showed
that it is the low harmonics that contribute most to pitch
strength. He asked listeners to match the pitch of a reference
stimulus to that of a test stimulus. The test stimulus was a
harmonic complex manipulated so that harmonics 1 ton
were shifted down to be based on a lowerf 0 (F0I low
50.9* F0) and harmonicsn11 to 12 were shifted up to be
based on a higherf 0 (F0Ihigh51.1* F0). The reference

stimulus was a harmonic complex consisting of all 12 un-
modified harmonics. Listeners were asked to judge whether
the test stimulus was higher or lower in pitch compared with
the reference stimulus. The center of dominance corresponds
to that harmonic,n, which, when assigned either to the lower
F0 or to the higherF0 in the test stimulus, results in a
change in the listener’s decision. However, this does not
mean thatn is the strongest harmonic; it means that the ag-
gregated pitch strength of harmonics 1 ton is equal to the
aggregated pitch strength of harmonicsn11 to 12 ~Plomp,
1976!.

The same stimuli were used in an evaluation of the cur-
rent model. Normalized CR-locked rate in a Chop-S popula-
tion with a CR equal toF0 is shown as a function of unit CF
for 12 harmonics ofF0’s of 100, 200, and 400 Hz in Figs.
6~A! to ~C!, respectively. The center of dominance is deter-
mined by that specific CF where the integrated, normalized

FIG. 5. The change of pitch strength~fine line; after Yost, 1996b! and
normalized CR-locked rate~strong line! as a function of the number of
iterations of IRNS(5,1,n). The normalized CR-locked rate was averaged
over an array of 20 Chop-S units with CFs between 200 and 6000 Hz and a
CR of 250 Hz. The data indicate the linear relationship between normalized
CR-locked rate and the perceived pitch strength.

FIG. 6. Simulated neural correlates of the dominance region of pitch: Nor-
malized CR-locked rate of a Chop-S population tuned to the stimulusF0 is
shown as a function of unit CF in~A! to ~C! for F0’s of 100, 200, and 400
Hz, respectively. Note that the low harmonics always produce the strongest
normalized CR-locked rate. From these data, the center of dominance is
calculated as described in the text. The predicted dominant harmonic num-
ber is shown along with the data of Ritsma~1967! in ~D!.
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CR-locked rate below this CF equals the integrated, normal-
ized CR-locked rate above this CF. The resulting CF is con-
verted to harmonic number and plotted in Fig. 6~D! as a
function of the stimulusF0 ~strong line!. The data show that
the simulated center of dominance matches the data by
Ritsma~1967! reasonably well.

5. Simulation 3: The influence of phase on pitch
strength

Houtsma and Smurzynski~1990! investigated the extent
to which the pitch strength of harmonic complexes depends
on the phase relations between the harmonics. They mea-
sured frequency difference limens to obtain a quantitative
measure of pitch strength. The influence of phase was mea-
sured for a set of low harmonics~1–11! as well as for a set of
high harmonics~16–26!. Houtsma and Smurzynski~1990!
found that for a set of low harmonics pitch strength was
high, and the phase relation between the harmonics did not
influence pitch strength. For a set of high harmonics, pitch
strength was generally much lower, and the pitch strength of
harmonics added in sine phase was slightly stronger than
when the harmonics were added in Schroeder phase. Adding
harmonics in Schroeder phase minimizes the amplitude
modulation of the waveform envelope, whereas sine-phase
harmonics result in a ‘‘peaky’’ waveform. When simulating
their experiment, harmonic complexes consisted of either 11
low harmonics (h1 to h11) or 11 high harmonics (h16 to
h26). F0 was set to 200 Hz as used by Houtsma and
Smurzynski~1990!. Simulated neural output was obtained
from 25 repetitions of 409.6-ms stimuli. The simulated
Chop-S population had a CR of 200 Hz~corresponding to
the F0 of 200 Hz!.

The normalized CR-locked rate averaged across unit
CFs is shown for low harmonics (h1 –h11) and high har-
monics (h16–h26) added in either sine phase~filled bars! or
Schroeder phase~open bars! in Fig. 7. As expected from the
previous simulation, the normalized CR-locked rate caused
by low harmonics is considerably larger than the normalized

CR-locked rate caused by high harmonics. This finding is in
agreement with Houtsma and Smurzynski~1990!, who
showed thatF0 difference limens~a psychophysical measure
of pitch strength! are better for low harmonics than for high
harmonics.

Moreover, for high harmonics, the simulations show a
smaller normalized CR-locked rate for Schroeder-phase
complexes than for sine-phase complexes. Several repeti-
tions of the simulations showed that this difference is highly
significant. Again, this is in agreement with Houtsma and
Smurzynski~1990! because they showed that pitch strength
~quantified asF0 difference limens! was slightly stronger
when high harmonics were added in sine phase than when
high harmonics were added in Schroeder phase.

6. Simulation 4: The influence of phase on the pitch
of harmonic complexes

Patterson~1987! and Shackleton and Carlyon~1994! in-
vestigated the pitch of harmonic complexes where the har-
monics were added either in cosine phase or in alternating
phase~odd-order harmonics have a phase of 0°; even-order
harmonics have a phase of 90°! as a function of whether their
listeners could resolve the individual spectral components.
They found that when harmonics were added in cosine
phase, the perceived pitch corresponds toF0 regardless of
whether the harmonics were spectrally resolved or unre-
solved. However, when the harmonics were added in alter-
nating phase, the perceived pitch corresponds toF0 only for
spectrally resolved harmonics. Spectrally unresolved har-
monics added in alternating phase produce a pitch that
matches to 2F0.

For the simulation, stimuli consisted of harmonics 16 to
26 of a harmonic complex with anF0 of 100 Hz and added
in either cosine phase or alternating phase. Neural responses
were obtained for two Chop-S populations, one with a CR
equal toF0 and one with a CR equal to 2F0.

Normalized CR-locked rate averaged across each
Chop-S population is shown in Fig. 8. In the Chop-S popu-
lation tuned toF05100 Hz~solid bars!, the normalized CR-
locked rate is stronger for the unresolved cosine-phase har-
monics than for the unresolved alternating-phase harmonics.

FIG. 7. Normalized CR-locked rate averaged across a population of Chop-S
units with 20 CFs between 200 and 6000 Hz and a CR of 200 Hz in
response to harmonic complexes with anF0 of 200 Hz. Harmonics are
added either in sine phase~solid bars! or in Schroeder phase~open bars!.
The left two bars show the normalized CR-locked rate averaged across a
series of low harmonics (h1 –h11); the right two bars show normalized
CR-locked rate averaged across high harmonics (h16–h26). In agreement
with the perception of pitch strength, the normalized CR-locked rate is
strong and phase independent for the resolved harmonic complexes
(h1 –h11), and it is generally weaker for high complexes (h16–h26).
Moreover, as in the perception, the normalized CR-locked rate for high
Schroeder-phase complexes is slightly weaker than for high sine-phase com-
plexes.

FIG. 8. Normalized CR-locked rate averaged across two Chop-S popula-
tions ~one with a CR of 100 Hz, solid bars, and one with a CR of 200 Hz,
open bars! in response to spectrally unresolved harmonics 16 to 26 of anF0
of 100 Hz. Harmonics were added in either cosine phase or alternating
phase. The unresolved cosine-phase harmonics produce a strong, normalized
CR-locked rate in the Chop-S population tuned to 100 Hz and almost no
normalized CR-locked rate in the Chop-S population tuned to 200 Hz. The
unresolved alternating-phase harmonics produce normalized CR-locked rate
of similar amount in both the 100-Hz Chop-S population and in the 200-Hz
population.
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In the Chop-S population tuned toF05200 Hz ~open bars!,
the unresolved cosine-phase harmonics generate no normal-
ized CR-locked rate, whereas the alternating-phase stimuli
generate a normalized CR-locked rate that almost equals that
for the Chop-S population tuned to 100 Hz.

Shackleton and Carlyon~1994! also showed that the per-
ceived pitch does not depend on the absolute frequency re-
gion ~low vs high frequency! but on the harmonic number
~low vs high harmonics!. To verify, if this was the case for
the Chop-S model we calculated the normalized CR-locked
rate for cosine-phase complexes and alternating-phase com-
plexes withF0’s of 100 and 200 Hz with both resolved and
unresolved harmonics. The normalized CR-locked rate of a
Chop-S population tuned to 100 Hz in response to a 100-Hz
harmonic complex as a function of unit CF is shown in Fig.
9~A!. Chop-S responses are phase independent up to about
1000 Hz~arrow!. The same plot is shown for anF0 of 200
Hz and a Chop-S population tuned to 200 Hz in Fig. 9~B!.
With this F0, the phase sensitivity starts at about 2000 Hz,
i.e., at about the same harmonic number~10!, not at the same
frequency.

These simulations show that the Chop-S model is insen-
sitive to the phase of spectrally resolved harmonics and it is
sensitive to the phase of unresolved harmonics. Thus, it pro-
duces predictions of pitch in qualitative agreement with the
psychophysical data of Shackleton and Carlyon~1994!.

7. Simulation 5: Inharmonic pitch shifts and pitch
ambiguity

The pitch shifts and pitch ambiguity resulting from in-
harmonic complexes~consisting of equally spaced but inhar-
monic components! have strongly influenced modern theo-
ries of pitch perception. Chop-S units have classically been
regarded as sensitive to the waveform envelope~modulation

sensitivity: Frisinaet al. 1990a,b!. However, the envelope of
the waveform of a harmonic complex is not affected by in-
harmonic shifts. Thus, the pitches evoked by inharmonic
complexes appear to represent a special challenge for a
model of pitch based exclusively on Chop-S units.

The first simulation is an attempt to reproduce the data
obtained by de Boer~1956!. He asked listeners to match the
pitch of a carrier tone amplitude modulated with the sum of
a 200- and 400-Hz tone. This results in a harmonic complex
with five harmonics and a harmonic spacing of 200 Hz. The
overall position of the five harmonics depends exclusively on
the frequency of the carrier tone. When the frequency is an
integer multiple of 200 Hz, the resulting complex is har-
monic; otherwise, it is inharmonically shifted by the signed
difference of the carrier frequency and the nearest multiple
of 200 Hz. The matching results by de Boer~1956! indicated
that when a shift of280 Hz was applied, listeners matched a
pitch of about 173 Hz. With increasing shift, the pitch match
increased and reached a value of about 214 Hz for an inhar-
monic shift of 180 Hz. Moreover, the pitch matches were
circular in that a further increase of pitch shift to1100 Hz
and beyond resulted in a jump of the perceived pitch from
about 230 Hz back down to 170 Hz. The magnitude of the
pitch shifts tends to decrease with increasing harmonic num-
ber of the carrier frequency~see also Moore and Moore,
2003!.

The simulation paradigm investigates the representation
of such an inharmonic, five-component complex in 11 dis-
crete Chop-S populations with CRs between 170 and 235
Hz. Inharmonic shifts matched those produced by de Boer
~1956!. TheF0 was 200 Hz. The normalized CR-locked rate
was calculated for each Chop-S population in response to an
inharmonic complex with each of the inharmonic shifts. Fig-
ure 10 shows the CR of that Chop-S population which pro-
duced the strongest normalized CR-locked rate for each in-
harmonic shift. Simulation results~open circles! are plotted
together with the results of de Boer~1956!.

Yost ~1997! investigated the pitch of IRN when the IRN
gain is negative~corresponding to a delay-and-subtract algo-
rithm instead of delay-and-add!. A negative gain results in a
shift of all spectral peaks in the IRN stimulus by a frequency
corresponding to half the delay reciprocal, 0.5/d. This results
in a stimulus spectrum similar to an inharmonic complex
with a frequency shift equal to half thef 0. Yost ~1997!
showed that the pitch of IRN with negative gain depends not

FIG. 9. Normalized CR-locked rate as a function of unit CF for harmonic
complexes added in either cosine phase~fine lines! or alternating phase
~strong lines!. The stimulusF0 and the population CR were either 100 Hz
~A! or 200 Hz ~B!. Note that the normalized CR-locked rate to spectrally
resolved harmonics is phase independent. The CF at which neural responses
start to become phase sensitive~arrows! is at a fixed harmonic number
~about 10!, and not at a fixed frequency.

FIG. 10. Simulation of pitch shifts produced by inharmonically shifted com-
plexes. The spacing of the five harmonics was always 200 Hz. The lines
shows the pitches matched after de Boer~1956! as a function of the fre-
quency of the central component~the carrier!. The open circles indicate the
CR of that Chop-S population which produces the strongest, normalized
CR-locked rate in response to the complex.
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only on the IRN gain but also on the number of iterations.
With one or two iterations, listeners matched pitches corre-
sponding to 1.1/d or 0.9/d, whereas with a high number of
iterations, listeners tended to match a pitch equal to 0.5/d.
Simulations were performed using IRNS(5,21,n) wheren,
the number of iterations, is variable. These stimuli would
produce a pitch corresponding to 200 Hz if a positive gain
were used. Populations of Chop-S units with three different
CRs were used. These CRs were equal to 0.9/d, 0.5/d, and
1/d. Figure 11 shows the normalized CR-locked rate aver-
aged across each population for the three populations as a
function of the number of iterations.

For a low number of iterations, the Chop-S population
with a CR at 0.9/d shows the strongest normalized CR-
locked rate~solid line!. With increasing number of iterations,
the normalized CR-locked rate of the Chop-S population
with a CR of 0.5/d grows fastest. For 16 iterations, the
Chop-S population with a CR of 0.5/d shows the strongest
normalized CR-locked rate. The Chop-S population with a
CR of 1/d shows only a weak, normalized CR-locked rate.
This latter population produces the strongest normalized CR-
locked rate when the gain is positive~cf. Fig. 5!. Note that
for this population, the normalized CR-locked rate is below
that obtained for white-noise~aperiodic! stimulation ~short
horizontal lines on the left!.

8. Simulation 6: The segregation of concurrent
pitches

Assmann and Paschall~1998! investigated the extent to
which listeners can match the pitch of each of two vowel-
shaped harmonic complexes as a function of the separation
of the f 0’s of the two complexes. They found that when the
f 0 difference of the vowels was below four semitones
~24%!, listeners matched a single pitch to the complex con-

sisting of two f 0’s. When thef 0 difference was four semi-
tones, the listeners provided bimodal pitch matches, i.e.,
sometimes they matched the lower pitch and sometimes they
matched the higher pitch. This performance indicates the lis-
teners’ ability to ‘‘hear out’’ each of the twof 0’s. The fol-
lowing simulation investigates the extent to which the
Chop-S model is capable to segregate two simultaneously
presented harmonic complexes. The stimuli consisted of
CPH with either a lowerf 0 or a higherf 0 or the sum of the
two CPHs. Averaged, normalized CR-locked rates were ob-
tained for populations of Chop-S units with closely spaced
CRs in the range surrounding the twof 0’s. Simulation re-
sults are shown in Fig. 12. For anf 0 difference of 50% or
24% ~A! and ~B!, the simulations reveal a clear peak in re-
sponse to each single complex and a bimodal distribution in
response to the sum of the two CPHs. With anf 0 difference
of 12% @Fig. 12~C!#, there is no clear bimodal distribution
despite the fact that the spacing of the CRs was halved com-
pared to Figs. 12~A! and ~B!.

III. DISCUSSION

The simulations demonstrate that the normalized CR-
locked rate measure applied to a model of VCN Chop-S units

FIG. 11. Simulated neural correlate of inharmonic pitch shifts with IRN
stimuli: The stimulus is IRNS(5,21,n), with n ranging from 1 to 16 itera-
tions in doublings. Normalized CR-locked rate averaged over a population
of Chop-S units is shown with a population CR of 0.9/d (180 Hz),
0.5/d (100 Hz), and 1/d (200 Hz). IRNS with negative gain produces a
pitch of 0.9/d or 1.1/d for a low number of iterations and a pitch equal to
0.5/d for a high number of iterations. In qualitative agreement with this
perception, normalized CR-locked rate for a Chop-S population tuned to
0.9/d is strongest for a low number of iterations but, with increasing number
of iterations, the Chop-S population tuned to 0.5/d starts to produce the
strongest, normalized CR-locked rate. Note, however, that the change in
perceived pitch occurs typically between 2 and 4 iterations, whereas the
crossover of the rate functions occurs between 8 and 16 iterations. The
reason for the deviation between the experimental data and the simulations
probably lies in the different values of the normalized CR-locked rate in
response to white-noise stimuli~horizontal lines on the left!. Compensation
of these different offsets would result in an improved fit to the experimental
data.

FIG. 12. Segregation of concurrent pitches in Chop-S populations: Normal-
ized CR-locked rate responses are shown as a function of the population CR
when stimulated with either of two harmonic complexes or their sum. The
dashed lines show responses to the lower of the twof 0’s; dotted lines show
responses to the higher of the twof 0’s. Solid lines show the responses to the
sum of the two complexes. Note that when thef 0 deviation is 50%~A! or
24% ~B! the two pitches are well resolved~solid lines!. With a 12%f 0
deviation~C! a bimodal distribution of the estimated pitches is not found,
although the spacing of the population CRs was halved compared to~A! and
~B!.
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can reflect the strength of pitch percepts observed in a wide
range of psychophysical studies. The demonstrations present
a prima facie case that Chop-S units may play a role in
transmitting pitch-related information to higher stations in
the nervous system. The model can simulate responses to a
variety of pitch phenomena. It is able to predict changes of
the IRN pitch strength with increasing number of iterations,
the dominance region of pitch, changes of pitch strength
which depend on the phase relations between the harmonics,
changes of the pitch when harmonics are added in cosine
phase compared to alternating phase, the pitches of inhar-
monic complexes and the pitches of IRN with negative gain
~which also produces inharmonic shifts!, and the pitches of
concurrent harmonic complexes, and the pitch and pitch
strength of SAM noise.

Chop-S units have traditionally been characterized as
followers of signal envelope. This modeling study suggests
that they may have an important role to play in transmitting
information concerning stimulus fine structure as well. Most
physiological experiments have used high-frequency~CF!
carrier stimuli subject to low-frequency modulation. Few if
any studies have looked at synchronization to unmodulated
pure tones other than CF tones. However, psychophysical
pitch studies have shown that it is the resolved~and therefore
only weakly modulated or unmodulated! sinusoidal compo-
nents of harmonic complexes that contribute most to the
strength of the pitch percept. The model predicts that a
strong normalized CR-locked rate is observed in response to
resolved harmonics when the frequency of the harmonic is
equal to the intrinsic CR or equal to an integer multiple of
the CR of the unit.

The latter is a crucial features of Chop-S units: Imagine
a Chop-S unit with a CF of 750 Hz and a CR of 250 Hz
being stimulated by a harmonic complex with anf 0 of 250
Hz. Spectrally, this unit is tuned to the third harmonic of the
complex. As this harmonic is spectrally well resolved, the

auditory-nerve representation of this third harmonic will
show very little amplitude modulation corresponding tof 0.
Instead, the Chop-S unit will receive an auditory-nerve input
with a dominant period~summed across all auditory-nerve
fibers converging on the Chop-S unit! of 1.33 ms, the recip-
rocal of 750 Hz. The important function of the Chop-S unit is
that it is capable to skip input spikes and lock onto an integer
multiple of the 1.33-ms period. It will choose a period which
is most suitable for its CR. Thus, the Chop-S unit will fire
with a highly regular interspike interval of 4 ms, which
means firing on every third input maximum. Thus, a Chop-S
unit is capable to ‘‘interpret’’ the 750-Hz not as a 750-Hz
pure tone but as being the third harmonic of anf 0 of 250 Hz
even if the unit has no indication that the 250-Hz component
is actually present.

The simulations described above indicate that assem-
blies of Chop-S units may supply a useful neural representa-
tion of pitch information. However, Chop-S units are just one
of a variety of cell types found in the CN. Primarylike units
have been shown to transmit the highest temporal precision
of neural discharge. Their firing characteristics are very simi-
lar to those of auditory-nerve fibers, which have been shown
to represent a reliable pitch code in their all-order interspike
intervals~Horst et al., 1986; Cariani and Delgutte, 1996a,b!.
The special advantage of Chop-S units is that they are nar-
rowly tuned in terms of which fundamental frequencies pro-
duce a strong, normalized CR-locked rate. Other unit types
are typically broadly tuned tof 0, if at all ~Winter et al.,
2001!. This is illustrated in Fig. 13, where ISIHs and normal-
ized CR-locked rate of a simulated Chop-S unit~B! is com-
pared to its auditory-nerve input~A!. As outlined above, this
input consists of the aggregated firing activity of 15 auditory-
nerve fibers. Responses are shown to white noise~strong
lines! and an RPH withF05250 Hz ~fine lines!. Note the
redistribution of ISI in favor of the 4-ms period~vertical
dashed line! in both unit types. However, as a consequence
of its bandpass temporal tuning, the Chop-S unit provides a
much higher normalized CR-locked rate compared to the au-
ditory nerve. Thus, the temporal tuning of a Chop-S unit to a
narrow range of ISIs results in a twofold benefit for the sys-
tem: first, it increases its sensitivity to changes in the ISI
distribution when the ISI is in this tuning range. Second, the
temporal tuning of Chop-S units may serve as a physiologi-
cal basis for the identification of common harmonicity across
the many components of a harmonic complex, even though
they are spread across a range of frequencies.

Chop-S units show less modulation gain in response to
envelope-modulated stimuli than other unit types like onset
units ~Kim et al., 1990!. However, considering the fact that
the low, weakly modulated harmonics of a harmonic com-
plex contribute most to pitch strength, it is questionable
whether sensitivity to envelope modulation is the most im-
portant physiological parameter for neural pitch extraction.
The current study shows that Chop-S units reveal a good
sensitivity to the period of the low, weakly modulated har-
monics. As such, they may represent the first stage of sensi-
tivity to pitch.

FIG. 13. Comparison of the interspike interval histograms of a simulated
auditory-nerve fiber~A! and a Chop-S unit~B!. Stimuli were either white
noise~strong lines! or a random-phase harmonic complex~RPH! with anF0
of 250 Hz ~fine lines!. Note that both in the simulated auditory-nerve fiber
and in the simulated Chop-S unit, the RPH leads to a redistribution if inter-
spike intervals in favor of the intervals equal to the stimulus period~vertical
dashed lines!, compared to white-noise stimulation. However, the degree of
this redistribution, quantified as normalized CR-locked rate, is much higher
in the Chop-S unit compared to the auditory-nerve fiber.
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Shortcomings of the model

The current model depends on the assumption that there
is a population of Chop-S units for eachf 0 encountered. The
existence region of thef 0 related pitch of harmonic com-
plexes spans from about 30 Hz to about 1400 Hz. However,
Chop-S units are not frequently seen with CRs greater than
500 Hz or smaller than 100 Hz. Thus, at present, the Chop-S
model cannot account for these pitches. Concerning higher
f 0’s, it is possible that Chop-S units show synchronization to
a subharmonic off 0 when this subharmonic fits the CR of
the unit. This is reflected in Fig. 2, where an increased nor-
malized CR-locked rate at the natural CR will be seen in
response to thesef 0 multiples. This model behavior might
be interpreted as a neural correlate of octave confusions, as
they are often encountered in pitch judgments.

This study has not considered pitches based upon the
many different types of dichotic signals that generate a pitch
sensation~Culling, 2000; Culling et al., 1998a,b!. At the
level of the CN, the neural representation of these stimuli
will be no different than for an aperiod stimulus because of
the monaural nature of the CN. Thus, the pitch sensation
evoked by dichotic-pitch stimuli cannot be mediated by the
processing of Chop-S units. However, at the next prospective
stage of the model under development, the Chop-S units
project to coincidence detector units in the inferior collicu-
lus. At this stage, there is pronounced binaural interaction
and it is possible that binaural properties of coincidence de-
tector units may be involved in the perception of dichotic
pitches. The behavior of a model fully developed to the level
of the inferior colliculus remains to be tested.

Another potential problem for the model concerns the
firing rates of sustained chopper units at very low signal
levels. The model assumes that chop-S units have low
thresholds and low saturation thresholds. Above saturation
levels, the firing rate is roughly constant~regardless of level!
and will synchronize to acoustic events at that frequency. At
low signal levels, the rate/constancy assumption clearly does
not hold and the pitch percept should be affected by reduc-
tions in rate. Unfortunately, it is difficult to estimate from the
animal data the levels at which this would become an issue.
We also know relatively little about how low pitch percepts
behave close to absolute threshold. Nevertheless, this issue is
potentially problematic and will need to be kept in view in
the future.

May et al. ~1998! described responses of chopper units
to vowel sounds where the position of the vowel formants
was varied systematically. They showed that a variation in
formant position resulted in a change of the units’ rate re-
sponses regardless of the overall sound-pressure level of the
presented vowel. This finding represents an interesting chal-
lenge for the current suggestion that temporal response char-
acteristics of Chop-S units play an important role in pitch
perception.

First, however, it must be pointed out that the suggested
role in pitch perception applies to relatively low pitches with
fundamental frequencies below about 500 Hz. The role of
Chop-S units in the encoding of spectral envelope features
applies to formants that are typically located at frequencies
of 1 kHz and above. Thus, the encoding of the low harmon-

ics numbers~which are the most important for pitch percep-
tion! is not likely to be affected by the unit’s sensitivity to
spectral envelope features. For higher harmonic numbers,
however, it must be assumed that there will be interference
between a Chop-S unit’s rate-response changes in response
to changes in the spectral envelope and the unit’s sensitivity
to the fundamental frequency of these high harmonics. Such
interference, however, is also observed perceptually: It is dif-
ficult for listeners to estimate the low pitch of higher-order
harmonics independently of spectral envelope and overall
sound level. One example is the study by Walliser~1969!,
where it was shown that the pitch of a 300-Hz harmonic
complex octave band filtered around 4000 Hz depends sig-
nificantly on sound-pressure level. Another example is the
occurrence of edge pitches.

An extensive study of Chop-S units with iterated rippled
noise, where the spectral envelope in the spectrally unre-
solved frequency region is flat, has shown that~for these
‘‘nonvowel’’ sounds! Chop-S units reach their rate saturation
at relatively low sound-pressure levels and they preserve
their sensitivity to periodic sounds in rate saturation
~Wiegrebe and Winter, 2001!.

In summary, the temporal tuning of a Chop-S unit to a
narrow range of ISIs results in a twofold benefit for the sys-
tem: first, it increases its sensitivity to changes in the ISI
distribution when the ISI is in this tuning range. Second, the
temporal tuning of Chop-S units may serve as a physiologi-
cal basis for the identification of common harmonicity across
the many components of a harmonic complex, even though
they are spread across a range of frequencies.
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The influence of transducer operating point on distortion
generation in the cochlea
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Distortion generated by the cochlea can provide a valuable indicator of its functional state. In the
present study, the dependence of distortion on the operating point of the cochlear transducer and its
relevance to endolymph volume disturbances has been investigated. Calculations have suggested
that as the operating point moves away from zero, second harmonic distortion would increase.
Cochlear microphonic waveforms were analyzed to derive the cochlear transducer operating point
and to quantify harmonic distortions. Changes in operating point and distortion were measured
during endolymph manipulations that included 200-Hz tone exposures at 115-dB SPL, injections of
artificial endolymph into scala media at 80, 200, or 400 nl/min, and treatment with furosemide given
intravenously or locally into the cochlea. Results were compared with other functional changes that
included action potential thresholds at 2.8 or 8 kHz, summating potential, endocochlear potential,
and the 2f 1 – f 2 andf 2 – f 1 acoustic emissions. The results demonstrated that volume disturbances
caused changes in the operating point that resulted in predictable changes in distortion.
Understanding the factors influencing operating point is important in the interpretation of distortion
measurements and may lead to tests that can detect abnormal endolymph volume states. ©2004
Acoustical Society of America.@DOI: 10.1121/1.1647479#

PACS numbers: 43.64.Jb, 43.64.Nf@BLM # Pages: 1219–1229

I. INTRODUCTION

These studies investigate the possibility that physiologi-
cal response changes associated with changes in cochlear
transducer operating point may be of value in the character-
ization of endolymph volume disturbances, such as endolym-
phatic hydrops. If the relationship between mechanical input
and electrical output of the cochlear transducer can be de-
scribed by a response curve, then the operating point repre-
sents the location on this curve in the absence of stimulation.
It has been suggested that endolymph volume disturbances
can mechanically disturb transduction in the ear through
changes in static position and thus operating point of the
organ of Corti~Kirk et al., 1997!. Changes in emitted distor-
tion products consistent with operating point shifts have been
demonstrated during low-frequency biasing experiments
~Frank and Ko¨ssl, 1996; 1997! with both the f 2 – f 1 and
2 f 1 – f 2 emissions being modulated by a bias tone. Low-
frequency biasing of the 2f 1 – f 2 emission has also been
used to derive the cochlear transducer function~Bian et al.,
2002!. Detailed studies of the relationships between operat-
ing point and acoustic emissions were reported by Kirk and
Patuzzi~1997! and Kirk et al. ~1997!. In these studies it was
found that exposure to a high-level, low-frequency tone pro-
duced marked changes of both the operating point and the
f 2 – f 1 emission. Subsequent studies have demonstrated that
low-frequency tone exposures can produce a transient en-
dolymphatic hydrops~Flock and Flock, 2000; Saltet al.,
2002; 2003!. The study by Salt~2003! utilized chemical vol-
ume markers that were monitored in the endolymphatic
space by ion-selective microelectrodes. Exposure to 200 Hz

tones at 115 dB produced marker concentration changes in-
dicating an endolymph volume increase of approximately
30% in the second turn of guinea pigs. A similar degree of
hydrops was reported during stimulation with a 140-Hz tone
at 109 dB SPL by Flock and Flock~2000!. They used con-
focal microscopy to view Reissner’s membrane in the apical
turn of the guinea pig cochlea and found substantial bowing
of Reissner’s membrane towards scala vestibuli.

The purpose of the present study was to quantify
changes in operating point, distortion, and other functional
measures during manipulations intended to disturb en-
dolymph volume or endolymph homeostasis. We used three
types of interventions:~1! Tone exposures at 200 Hz, 115 dB
SPL that have been shown to cause transient endolymphatic
hydrops~Salt, 2003; Flock and Flock, 2000!; ~2! Direct in-
jections of artificial endolymph into scala media of the sec-
ond cochlear turn~Salt and DeMott, 1997!; ~3! Treatment
with furosemide, a blocker of ion transport in the lateral wall
of the cochlea that results in substantial reduction of the en-
dolymphatic potential and ionic changes of endolymph
~Brusilow, 1976; Rybak and Morizono, 1982; Rybak and
Whitworth, 1986!.

In order to determine the cochlear transducer operating
point, we have adopted an approach similar to that used by
Kirk et al. ~1997!, in which operating point was derived from
an analysis of the cochlear microphonic waveform. Operat-
ing point changes were compared with a number of measures
of cochlear distortion, including harmonic distortions of the
microphonic and acoustic two-tone distortion products
2 f 1 – f 2 and f 2 – f 1. Operating point was also compared
with a number of other functional measures including co-
chlear sensitivity as assessed by action potential thresholds
and summating potentials.a!Electronic mail: salta@wustl.edu

1219J. Acoust. Soc. Am. 115 (3), March 2004 0001-4966/2004/115(3)/1219/11/$20.00 © 2004 Acoustical Society of America



II. METHODS

A. Animal preparation

Pigmented NIH-strain guinea pigs weighing 350–500 g
were used in this study. Animals were anesthetized with in-
traperitoneal sodium thiobutabarbital~Inactin, Sigma, St.
Louis, 100–125 mg/kg! and placed on a thermistor-
controlled heating pad to maintain core temperature at 38 °C.
A central line was placed in the left external jugular vein for
supplementary anesthetic and other drugs. The trachea was
cannulated and the animal was ventilated. End tidal CO2 was
monitored and the tidal volume of the respirator was adjusted
to maintain an end tidal CO2 level of 38 mm Hg~5%!. Heart
rate was monitored. Prior to recordings, pancuronium bro-
mide ~Pavulon, Baxter, Irvine, approximately 0.05 mg, to
effect! was given intravenously to minimize myogenic arti-
facts and to aid mechanical ventilation.

The caudal portion of the right jaw was removed and the
auditory bulla was exposed by a ventral approach. The bulla
was opened, leaving middle-ear structures intact. A longitu-
dinal incision was made along the external auditory canal
and a hollow earbar was inserted until it sealed to the canal
wall.

The instrumentation for stimulus generation and data ac-
quisition was Tucker-Davis System 3 hardware controlled by
a custom-writtenVISUAL BASIC ~Microsoft! program. An
acoustic emissions system~Etymotic ER-10C, microphone
and 2 speakers! and a high-intensity speaker~Sennheiser
HD580! were incorporated into the hollow earbar so that
each sound channel terminated near the tip of the earbar.
Sound stimuli in the ear canal were calibrated at the begin-
ning of each experiment using the ER10C microphone with
an automated procedure that tracked a criterion sound level
of 70 dB SPL across a range of frequencies~1 to 16 kHz for
Etymotic speakers, 125 Hz to 16 kHz for the Sennheiser
speaker! in 1/4–octave steps.

B. Cochlear evoked potentials

Cochlear responses were recorded from an Ag/AgCl ball
electrode positioned at the junction between the round-
window membrane and the bony otic capsule. The signal was
amplified 10003 and high-pass filtered at 5 Hz. Signals were
digitized at 48.8 kHz and averaged using Tucker-Davis RP-2
modules.

C. Responses to biphasic tone bursts

Cochlear potentials@cochlear microphonic~CM!, sum-
mating potential~SP!, and action potential~AP!# were re-
corded in response to phase-locked tone bursts of two oppos-
ing polarities. Typically ten responses to positive onset
stimuli and ten responses to negative onset stimuli were av-
eraged. Tone bursts were 12 ms in duration with 0.5-ms
cosine-shaped onset. Waveforms containing the AP and SP
were obtained by summing the responses to both polarities,
and the CM was obtained by subtracting the responses to
opposite polarities. Cochlear responses were typically re-
corded in response to 4-kHz stimulus at 90 dB SPL. In ad-
dition, the same collection paradigm was incorporated into

an automated routine by which the AP threshold was estab-
lished using a 10-mV criterion. The criterion magnitude was
approximately 4 times greater than the background noise
level in the averaged response. Stimuli were increased in
5-dB steps until an AP greater than 10mV was detected and
then stimuli were reduced in 5-dB steps until the AP was
below the 10-mV criterion. The threshold was determined by
interpolation between the above- and below-threshold ampli-
tude values. Thresholds were monitored during experimental
manipulations with stimuli at 2.8 and 8 kHz. In addition,
prior to manipulations a frequency/threshold curve~AP au-
diogram! was measured in 1/4-octave steps from 1 to 16
kHz.

D. Single-phase CM analysis

The CM obtained as detailed above, by subtracting re-
sponses to opposite polarity stimuli, is not appropriate for
operating point analysis because polarity-sensitive compo-
nents are canceled in the waveform subtraction procedure.
Instead, CM was averaged in response to a sustained 500-Hz
tone, presented at high level to saturate the cochlear trans-
ducer. Data sampling was initiated 5 s after the tone com-
menced, phase-locked to positive-going zero crossings of the
tone. Twenty epochs of a 2048-point waveform~42-ms win-
dow! were averaged. The waveform was Hamming win-
dowed and the power spectrum was calculated. The peaks
representing the primary, second harmonic, and third har-
monic were measured. Harmonics were expressed in dB rela-
tive to the amplitude of the primary. Half of the waveform
~1024 points! was then subjected to an analysis to determine
operating point, as detailed below.

E. Acoustic emissions

Acoustic emissions were recorded in response to 4- and
4.8-kHz primaries, presented at 75 or 80 dB SPL. Frequen-
cies of the primaries were optimized to ensure an exact num-
ber of cycles in the sample buffer. An 8192-point~168-ms!
buffer was averaged, with phase based on synchronous posi-
tive zero crossings of both primaries. Stimuli were turned on
for 5 s before data collection started. The spectrum of the
buffer was then calculated and a number of spectra were
averaged to produce the final spectrum. Typically, three spec-
tra were averaged with each spectrum derived from an aver-
age of five time buffers. Spectral peaks were derived as the
local maximum within an 11-point cursor centered at the
expected frequency. The noise floor was established by av-
eraging 6 points of the cursor distant from the peak, i.e., 3
points from each end of the 11-point cursor. At the stimulus
levels used, 2f 1 – f 2 amplitude was an average of 34.1 dB
above the noise floor andf 2 – f 2 was an average of 24.8 dB
above the noise floor.

F. Endolymphatic manipulations

1. Exposure to 200 Hz, 115 dB SPL

A 200-Hz tone was delivered to the ear from the Sen-
nheiser speaker at a level of 115 dB for 3 min. This exposure
has previously been shown to induce transient endolym-
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phatic hydrops~Flock and Flock, 2000; Salt, 2003!. During
exposure to the tone, no sound-evoked potentials or acoustic
emissions were collected.

2. Injection of artificial endolymph

The bone overlying stria vascularis in the second turn
was thinned with a flap knife~Mueller AU13400! and a
small, approximately 30-mm, fenestra was made with an
angled pick ~Storz N1705-80!. Injections were performed
from double-barreled glass pipettes, with their tips beveled to
a diameter of 15–20mm. The injection barrel was filled with
an artificial endolymph consisting of 140-mM KCl and
25-mM KHCO3 and was mounted on a Nanoliter 2000 mi-
croinjection pump@World Precision Instuments~WPI!, Sara-
sota#. The second barrel of the pipette was filled with
500-mM KCl and was used to record endocochlear potential.
The pipettes were inserted into endolymph through the ac-
cess fenestra using registration of a stable positive voltage as
verification the pipette tip was located in the endolymphatic
space.

3. Treatment with furosemide

Animals were given furosemide~Vetus Furoject, 50 mg/
ml, Burns, New York! intravenously at a dose of 100 or 50
mg/kg. Drug delivery was followed by 0.3 ml of lactated
Ringer’s to ensure the entire dose was expelled from the
cannula.

In experiments where furosemide was injected locally in
the cochlea, an injection pipette containing 10 mg/ml of fu-
rosemide was sealed into the basal turn of scala tympani. The
stock 50-mg/ml furosemide was diluted 1:4 in artificial peri-
lymph containing~in mM! NaCl ~125!, KCl ~3.5!, CaCl2
~1.3!, NaHCO3 ~25!, MgCl2 ~1.2!, NaH2PO4 ~0.75!, and glu-
cose~5!. The injection pipette was mounted on a WPI Ultra-
pump. The otic capsule was thinned and the dry bone coated
with thin cyanoacrylate adhesive. The thinned area was sur-
rounded by a ring of two-part silicone adhesive~Kwik-Cast,
WPI, Sarasota! and a small fenestra made in the middle with
an angled pick. The injection pipette was inserted and droplet
of cyanoacrylate was applied while wicking fluid away from
the site. When a seal had been achieved the entire field was
covered with more two-part silicone adhesive. Injections into
scala tympani were performed at a rate of 100 nl/min for a
period of 10 min.

G. Experimental design

Immediately after the cochlea was exposed, animals
were evaluated with an AP threshold audiogram and the mea-
surement and analysis of CM to low-frequency tones. Ani-
mals showing hearing loss, specifically with an AP threshold
more than 2 standard deviations above the laboratory mean,
were excluded from the study, as were any animals in which
the cochlear microphonic to a 500-Hz, 90-dB SPL tone was
less than 200mV. This latter exclusion criterion was set ar-
bitrarily to ensure that the signal-to-noise ratio was adequate
to resolve low-level spectral peaks in the CM analysis. We
also excluded some animals in which we observed tissue in
the external canal contacting the tympanic membrane. This

could be seen through the tympanic membrane from the
middle-ear side and occurred when sectioning the ear canal
compromised venous drainage from the structure. These ani-
mals typically showed elevated AP thresholds to low fre-
quencies, low CM amplitude, and a notably distorted CM to
low frequencies. Congestion of the tissue was subsequently
avoided by making the incision for the earbar parallel to the
long axis of the ear canal. The baseline data obtained from
the above measurements were summarized as representing
the premanipulation state of the animals. Experimental pro-
cedures on the cochlea, such as perforating the otic capsule
and placing injection pipettes, were performed after baseline
data were collected.

The experimental study consisted of measuring cochlear
potentials to biphasic and single phase stimuli, AP thresholds
to 8- and 2.8-kHz tones, and acoustic emissions repeatedly.
In endolymph injection experiments the endocochlear poten-
tial was also measured. It required approximately 35 s to
collect a complete set of measurements, so the sampling in-
terval was set to 40 s. Data collection was performed as a
fully automated procedure. Measured parameters were
graphed and stored as they were collected. When repeated
measurements made over at least a 5-min period were judged
by the experimenter to be stable~i.e., not drifting in one
direction!, the animal was subjected to one of the interven-
tions listed above, during which the collection of responses
continued.

The Animal Studies Committee of Washington Univer-
sity approved the experimental procedures used in this study
under protocol numbers 19 990 029 and 20 020 010.

H. Calculated dependence of distortion on cochlear
transducer operating point

The output signal (V) generated by the cochlear trans-
ducer responding to a sine wave input (P) was calculated
using a first-order Boltzmann function to describe the trans-
ducer@Eq. ~1!#, an approach that has previously been used by
Kirk et al. ~1997!

V52Psat1~2 Psat!/~11exp~z~P1Po!!!, ~1!

wherePsat is the saturation voltage of the transducer,z is the
sensitivity of the transducer, andPo is the operating point.

Based on this equation, the slope of the calculated trans-
ducer curve varies when the saturation voltage (Psat) is
changed. To avoid this problem, we therefore definedz in
terms of a slope parameter (S) and Psat @Eq. ~2!#. When z
was defined by this relationship, changingPsat did not
change the slope of the transducer curve

z522 S/Psat. ~2!

Output waveforms were calculated for a sinusoidal input
as operating point was systematically varied. Waveforms
were subjected to the same methods of spectral analysis and
determination of operating point as were the recorded co-
chlear microphonic data. This analysis of calculated wave-
forms was used both to validate the operating point analysis
method and to aid in the interpretation of experimental data.

1221J. Acoust. Soc. Am., Vol. 115, No. 3, March 2004 Sirjani et al.: Operating point influences cochlear distortion



I. Operating point analysis of cochlear microphonic

A simulated microphonic waveform was calculated as
described above and based on the Boltzmann parameters
Psat, S, andPo together with parameters for frequency (f ),
phase (p), and dc offset (Vo). A curve-fitting procedure was
then used in which the six parameters were simultaneously
varied to best fit the calculated waveform to the experimen-
tally recorded cochlear microphonic waveform. Fit was op-
timized by minimizing the sum of squares of differences be-
tween calculated and experimental curves. The fitting
procedure was performed in real time during data collection,
and the derived Boltzmann parameters were recorded. The
amplitude of the cochlear microphonic determined the pa-
rametersS and Psat. Under this analysis, the scale of oper-
ating point is such that a value of 1 is equal to the displace-
ment of the transducer at the peak of the applied sinusoidal
stimulus.

III. RESULTS

A. Simulations

The cochlear transducer has nonlinear, saturating char-
acteristics and can be approximated by a Boltzmann func-
tion. With such a transducer, the output signal depends on
where the input signal is ‘‘centered’’ with respect to the
transducer, the so-called ‘‘operating point.’’ This concept and
its consequences are shown in Fig. 1, where output wave-
forms were calculated for a sinusoidal input at 500 Hz with
different values of operating point. The transducer curve,
based on the Boltzmann function and its parameters, is
shown in the left column. With the transducer operating
point at zero~left center panel!, a sinusoidal input gives a
symmetric output voltage. Spectral analysis of this output
shows an absence of second harmonic distortion. Positive or
negative values of operating point produce an asymmetry of
the time waveform which is detected in the spectrum as a
second harmonic distortion. For small values of operating
point ~e.g., 0.1!, little change in the time waveform is appar-
ent, while the spectrum shows a prominent second harmonic.
The polarity of operating point shown here is intended to
represent displacement of structures in a similar manner to

an applied pressure in the ear canal. Positive displacement
indicates positive pressure in the ear canal and displacement
of the organ of Corti towards scala tympani. Since organ of
Corti displacements towards scala tympani cause a negative
voltage shift in that scala, the slope of the transducer~left
column! is negative.

The calculated relationships between distortion and op-
erating point are shown in Fig. 2. These curves show the
magnitude of the second and third harmonics from spectra
similar to those in Fig. 1, relative to the magnitude of the
primary. This demonstrates graphically that second harmonic
distortion is extremely sensitive to deviations of the operat-
ing point away from zero, with distortion increasing by al-
most 50 dB as operating point increases over the range
shown. In contrast, the third harmonic distortion peak, which
is dominated by the saturating characteristic of the trans-
ducer, is relatively unchanged for small operating point
changes but decreases when operating point becomes large.
These data suggest that measures of second harmonic distor-
tion may be a potentially useful indicator of small changes of
cochlear transducer operating point.

FIG. 1. Output waveforms~middle panel! calculated
for transducers with varying operating points (Po) as
indicated. The three panels at the left show the trans-
ducer curves for operating point values of 0.6~upper!, 0
~middle!, and20.6 ~lower!. In each plot, the heavy line
indicates the region of the transducer curve over which
the stimulus is applied. Spectral analysis of each output
waveform is shown in the right panel. For operating
point set to zero, the output waveform is symmetric and
shows low second harmonic distortion. Even small de-
viations in operating point~0.1! cause second harmonic
distortion increases, even though distortion is not appar-
ent in the time waveform. With operating point values
further from zero~0.6! the time waveform is highly
asymmetric and a prominent second harmonic distor-
tion peak is apparent in the spectrum.

FIG. 2. Dependence of harmonic distortion amplitude on transducer operat-
ing point. Second harmonic distortion is extremely sensitive to small oper-
ating point changes and increases rapidly as operating point moves away
from zero. Third harmonic distortion is less sensitive to small operating
point changes but decreases for higher operating point values.
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B. Baseline measurements

The variation of operating point, second harmonic dis-
tortion, and cochlear sensitivity prior to any experimental
manipulations is given in Fig. 3. Both operating point and
second harmonic distortion were highly variable across indi-
vidual animals. Although the mean value of operating point
was 20.08 ~s.d. 0.09,n532), there were a number of ani-
mals with positive operating point values. Second harmonic
distortion, measured in dB relative to the primary peak, var-
ied from 236 dB to over220 dB. All animals showed nor-
mal cochlear function as assessed by AP thresholds, even the
animal with an outlying large negative operating point
(20.35).

C. 200-Hz tone exposure

Figure 4 shows the simultaneously measured operating
point and second harmonic distortion changes resulting from

exposure to 200 Hz for 3 min at 115 dB SPL in two experi-
ments. Both examples showed a movement of operating
point in the positive direction following sound exposure, al-
though the time courses differ slightly. In contrast, the be-
havior of the second harmonic differs markedly in the two
experiments. In example 1, second harmonic distortion in-
creased after the exposure, while in example 2 it showed a
marked decrease. The difference between the two animals
can be appreciated by plotting each pair of operating point
and second harmonic distortion values against each other, as
shown in the correlation plots in the right column of the
figure. For example 1, the pre-exposure operating point was
slightly positive. In this case, moving further positive, away
from zero, would be expected to increase distortion, which is
what was observed. In contrast, the animal in example 2
showed a negative operating point before exposure. In this
case, a movement of operating point in the positive direction
brings operating point closer to zero, with an expected reduc-
tion of second harmonic distortion. In this example, the re-
lationship between measured operating point and second har-
monic distortion closely follows the calculated curve.

Interpretation of harmonic distortion changes during ex-
perimental manipulations is therefore extremely difficult un-
less the baseline operating point of the individual animal is
considered. Since distortion may differ in both magnitude
and direction in different animals, calculating the deviation
of responses across animals has little value. In the figures
that follow, we have therefore shown individual response
curves together with the mean value to interpret distortion
changes.

The response changes resulting from 200-Hz, 115-dB
SPL exposure are summarized in Fig. 5. This exposure con-
dition has been shown to induce a transient endolymphatic
hydrops that recovers back to normal over a 10–20-min pe-
riod with a recovery half-time of 3.2 min~Salt, 2003!. In the
present study, the treatment produced a transient positive
shift in operating point by approximately 0.1, consistent with
a hydrops-induced displacement of the organ of Corti to-
wards scala tympani. The operating point shift was transient,
however, and showed a recovery back to baseline within 3–4

FIG. 3. Baseline measurements of operating point~upper left!, second har-
monic distortion~lower left!, and of cochlear sensitivity as indicated by AP
thresholds~right!. Each data point in the plots at the left represent an indi-
vidual animal. Bars on the AP threshold plot indicate standard deviation.
Baseline measurements were made prior to any manipulations of the co-
chlea.

FIG. 4. Two examples in which changes of operating point and second harmonic distortion were recorded simultaneously before and after exposure to a
200-Hz tone for 3 min at 115 dB SPL. The exposure increases operating point in both examples. Second harmonic is increased in example 1~upper row! and
is decreased in example 2~lower row!. This difference is accounted for by consideration of the pre-exposure operating points for the two animals. The positive
deflection moves operating point further from zero in example 1~causing distortion to increase! and closer to zero in example 2~causing distortion to
decrease!. The correlation plots~right column! show second harmonic distortion plotted as a function of operating point. The open symbol shows the
pretreatment value and the thin line shows the calculated dependence from Fig. 2.
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min of the tone exposure ending. The SP similarly increased
transiently and recovered back to baseline within a few min-
utes. The cochlear microphonic measured with single-phase
500-Hz stimuli or 4-kHz biphasic stimuli showed only small
amplitude fluctuations relative to the mean baseline ampli-
tudes of 1478mV (s.d.5243, n59) and 538mV (s.d.
5137, n59), respectively~data not shown!. Second har-
monic distortion showed substantial changes in all animals,
but the timing, magnitude, and polarity of the change were
highly variable due to the reasons discussed above. The
f 2 – f 1 emission similarly showed substantial changes in all
animals, typically larger than 10 dB. Both increases and de-
creases off 2 – f 1 were apparent, comparable to changes in
the second harmonic. Measures of cochlear sensitivity@AP
thresholds at 8 kHz~not shown!, 2.8 kHz, and the 2f 1 – f 2
emission# indicated only minor changes during the tone-
induced endolymph volume disturbance.

D. Artificial endolymph injection at 80 nl Õmin

Injection of artificial endolymph has previously been
used to induce endolymph volume disturbances. In a prior
study, 15-min injections at rates higher than 25 nl/min caused
endolymphatic hydrops and a basally directed endolymph
flow in the cochlea~Salt and DeMott, 1997!. Figure 6
summarizes the effect of injections at 80 nl/min for 15 min
~total 1.2 mL injected! on the measured responses. Rather

than operating point increasing due to the endolymph
volume increase, in most cases we found that large oscilla-
tions of operating point occurred. The initial deflection,
though large and positive in one animal, was negative in
others. The mean curve showed a decrease during the injec-
tion, followed by a slow increase some time after the injec-
tions finished. The second harmonic also showed oscillations
in amplitude with occasional larger deflections. In each
experiment, the second harmonic distortion changes were
accounted for by the operating point changes, as shown in
the example correlation plot at the upper right. In this case,
distortion decreased and passed through a minimum as oper-
ating point moved through zero, then increased as operating
point became more positive. The observation of a minimum
close to the measured zero operating point validates the
accuracy of the operating point estimate. Two of the experi-
ments showed distortion going through a minimum as the
operating point of the animal passed through zero. The SP
and f 2 – f 1 emission similarly showed increased variation
throughout the injection with stabilization afterwards. The
injection produced only minor changes in EP, 2f 1 – f 2 emis-
sion, and thresholds at 8 kHz. In contrast, thresholds at
2.8 kHz showed a systematic increase during injection
~average 15 dB! and a slow recovery afterwards, consis-
tent with the injection-induced endolymph volume distur-
bance.

FIG. 5. Response changes elicited by exposure to a
200-Hz tone for 3 min at 115 dB SPL. In each panel,
the mean curve is shown as a thicker line. Thin lines
represent individual experiments. Bars indicate standard
deviation. Operating point and SP are transiently in-
creased due the 200-Hz-induced endolymph volume in-
crease. Second harmonic distortion and thef 2 – f 1
emission show substantial changes that vary in direc-
tion, magnitude, and time course due to the complex
dependence on operating point. Cochlear sensitivity, as
assessed by thresholds at 8 and 2.8 kHz and by the
2 f 1 – f 2 emission, is not markedly changed by the ex-
posure.

FIG. 6. Response changes elicited by artificial en-
dolymph injection into the second turn of scala media at
80 nl/min for 15 min. Mean curves are shown as thicker
lines. Thin lines represent individual experiments. Bars
indicate standard deviation. Operating point shows
injection-induced fluctuations but no overall increase
indicating endolymphatic hydrops. Summating poten-
tial similarly shows changes that are not consistent.
Second harmonic distortion and thef 2 – f 1 emission
show variations that depend on operating point. An ex-
ample of the correlation between second harmonic dis-
tortion and operating point is shown at the upper right.
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E. Artificial endolymph injection at 200 nl Õmin

In view of the rapid recovery of operating point follow-
ing hydrops induced by 200 Hz, and the absence of a major
operating point increase with 80-nl/min injection, it appeared
likely that operating point could adapt quickly to abnormal
endolymph volume states. We therefore performed injections
at higher rates to induce larger endolymph volume changes
more rapidly. Figure 7 summarizes the response changes re-
sulting from 200-nl/min injection of artificial endolymph into
the second turn of the cochlea for 3 min, for a total of 0.6mL
injected. In four of five animals, operating point showed an
increase consistent with endolymphatic hydrops. The fifth
showed operating point oscillations, similar to those ob-
served with lower injection rates, but no overall increase.
The second harmonic showed transient changes during injec-
tion, as did thef 2 – f 1 emission. Second harmonic distortion
changes were more consistent in this group as all five ani-
mals had negative baseline operating points. In the example
correlation plot, second harmonic distortion showed a sizable
decrease, consistent with the movement of operating point
towards zero and in a manner close to that predicted by the
simulations. The SP showed an injection-induced increase.

Injection at this rate again had little influence on EP, thresh-
olds at 8 kHz, and the 2f 1 – f 2 emission. Thresholds at 2.8
kHz were slightly elevated, with a mean increase of 6 dB.
The smaller threshold increase at 2.8 kHz compared with the
80-nl/min injection group is accounted for by the smaller
total volume injected.

F. Artificial endolymph injection at rate of 400 nl Õmin

The physiologic changes induced by artificial en-
dolymph injection at the higher rate of 400 nl/min for 3 min
are summarized in Fig. 8. The total volume delivered in this
procedure was 1.2mL, the same as the injections shown in
subsection D at 80 nl/min. Although four out of five animals
showed a transient operating point increase during injection,
almost all showed a subsequent operating point decrease to
below the preinjection value. The decline in operating point
appears to be associated with the larger total volume in-
jected. The second harmonic typically showed transient de-
creases, followed by an increase as expected from the oper-
ating point changes, as shown by the example correlation
plot. The SP also showed a prominent increase during injec-
tion but did not fall below baseline afterwards. Thef 2 – f 1

FIG. 7. Response changes elicited by artificial en-
dolymph injection into the second turn of scala media at
200 nl/min for 3 min. Mean curves are shown as thicker
lines. Thin lines represent individual experiments. Bars
indicate standard deviation. In the majority of animals,
operating point is increased by the injection, although
cyclical fluctuations are also apparent and are reflected
in second harmonic distortion andf 2 – f 1 emission
changes. An example of the correlation between second
harmonic distortion and operating point is shown at the
upper right.

FIG. 8. Response changes elicited by artificial en-
dolymph injection into the second turn at 400 nl/min for
3 min. Mean curves are shown as thicker lines. Thin
lines represent individual experiments. Bars indicate
standard deviation. In most animals, operating point
was transiently increased by the injection and subse-
quently declined. The summating potential showed a
similar time course of change. Second harmonic distor-
tion increased, consistent with the operating point
change as indicated in the correlation example. The
f 2 – f 1 emission decreased. Endocochlear potential and
cochlear microphonic amplitude increased, while all
measures of cochlear sensitivity~thresholds at 8 kHz,
2.8 kHz, and 2f 1 – f 2 emission! suggest sensitivity de-
clines.
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emission showed a transient increase during injection and a
subsequent decline. Although the endocochlear potential and
CM were both increased by injection, measures of cochlear
sensitivity ~thresholds at 8 kHz, 2.8 kHz, and the 2f 1 – f 2
emission! all indicated a substantial decrease in cochlear sen-
sitivity from injection at this rate with little indication of
recovery afterwards.

G. Intravenous furosemide injection

Administration of furosemide was found to produce sub-
stantial changes of operating point that allowed the depen-
dence of cochlear distortion on operating point to be demon-
strated. The changes induced by intravenous furosemide are
summarized in Fig. 9. In all animals, furosemide caused an
operating point decrease followed by a slow increase. This
resulted in a rapid increase in second harmonic distortion,
followed by a decrease reaching a minimum after approxi-
mately 10 min, before increasing again. The example corre-
lation plot shows the dependence of distortion on the oper-
ating point movements. Of great interest is the observation
that with this treatment, thef 2 – f 1 emission showed
changes comparable to those of the second harmonic. Spe-
cifically, f 2 – f 1 showed an increase followed by a decline
passing through a minimum before increasing again. This
complex time course would not be interpretable without
some understanding of the effects of operating point on dis-
tortion in the cochlea. The reduction in thef 2 – f 1 emission
to a minimum varies in time from animal to animal but un-
doubtedly represents the time when the cochlear transducer
operating point passed through zero as it moves positive in
the recovery phase. Intravenous furosemide caused a large
reduction in cochlear microphonic amplitude~not shown!

and decreased cochlear sensitivity, as indicated by reduction
of 2 f 1 – f 2 emission and the elevation of thresholds at 2
kHz.

H. Furosemide injected locally into the cochlea

Locally applied furosemide had markedly different ef-
fects on operating point than when given intravenously, as
summarized in Fig. 10. The operating point shows a substan-
tial increase followed by a decline. Second harmonic distor-
tion showed a substantial decline, in some cases becoming
40 dB lower than the primary as zero operating point was
passed. The example correlation shows the clear dependence
of distortion level on the cochlear transducer operating point.
The magnitude of reduction of second harmonic distortion
varied in different experiments, depending on the baseline
operating point of each animal. With this treatment, the
f 2 – f 1 emission did not show changes similar to the second
harmonic, as was noted previously with intravenous furo-
semide. This is accounted for by the fact that local furo-
semide may rapidly affect the basal cochlear turn but will
only slowly influence higher cochlear turns. The slow reduc-
tion in f 2 – f 1 emission, 2f 1 – f 2 emission, and slow eleva-
tion of threshold at 2 kHz are consistent with all of these
responses originating from higher cochlear turns that are less
influenced by furosemide. This supports the view that the
operating point associated with the 500-Hz cochlear micro-
phonic differs from the operating point associated with the
f 2 – f 1 emission, presumably because operating point can
vary between different cochlear locations.

FIG. 9. Response changes elicited by intravenous ad-
ministration of furosemide. Mean curves are shown as
thicker lines. Thin lines represent individual experi-
ments. Bars indicate standard deviation. Operating
point transiently decreases, before increasing above the
baseline value. Both second harmonic and thef 2 – f 1
emission show an increase, followed by a decrease to a
minimum caused by the transducer operating point
passing through zero. An example of the relationship
between second harmonic distortion and operating point
is given. Cochlear sensitivity declines, as indicated by
the reduction in 2f 1 – f 2 emission, elevation of thresh-
old at 2 kHz, and decline in cochlear microphonic.

FIG. 10. Response changes elicited by local adminis-
tration of furosemide into the basal turn of scala tym-
pani. Mean curves are shown as thicker lines. Thin lines
represent individual experiments. Bars indicate standard
deviation. Operating point increases, causing a complex
change in the second harmonic as expected, based on
the correlation shown at the upper right. Thef 2 – f 1
emission, 2f 1 – f 2 emission, and 2-kHz threshold all
show slow, minor changes, consistent with their genera-
tion at more apical sites that are less influenced by the
applied furosemide.
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IV. DISCUSSION

Our findings support the views of Frank and Kossl
~1996! and Kirk and Patuzzi~1997! that the operating point
of the cochlear transducer plays a critical role governing the
levels of distortion in the ear. While the prior studies focused
on f 2 – f 1, the present study also shows a strong dependence
of second harmonic distortion of the cochlear microphonic
on operating point. In addition, we found that baseline oper-
ating points measured prior to experimental manipulations
varied over a considerable range, with animals showing posi-
tive or negative values. This distribution accounted for the
variable levels of second harmonic distortion in the cochlear
microphonic and explained sometimes oppositely directed
distortion changes with endolymph manipulations. The base-
line variation of operating points appears to have only minor
influence on cochlear sensitivity measured by AP thresholds,
with all animals in the study showing normal threshold
curves across the frequency range.

The calculated relationship between second harmonic
distortion and operating point shown in Fig. 2 provides a
conceptual framework for the interpretation of distortion
changes during experimental manipulations. The fact that an
experimental treatment may cause distortion increases in
some animals and distortion decreases in others, or may
show complex patterns with minima, as in Figs. 9 and 10,
would be difficult to interpret without taking into account
their underlying dependence on transducer operating point.
The observation that in some experiments the second har-
monic distortion goes through a minimum as the measured
operating point passes through zero~e.g., Figs. 6, 9, and 10!
also validates the methodology used to derive operating
point. It is notable that the pretreatment level of second har-
monic distortion is not always low and in many cases the
distortion level seen in the initial normal state was reduced
by the experimental treatment~e.g., Figs. 4, 5, 6, 7, and 10!.
The average operating point measured with a 500-Hz, 90-dB
stimulus was20.08, suggesting a bias of the cochlear trans-
ducer equivalent to a movement of the organ of Corti to-
wards scala media. This observation agrees with the findings
of Kirk et al. ~1997! in which the examples they presented
showed negative pretreatment operating points. However, the
range of operating points and the possibility that some ani-
mals may have positive values have not previously been
documented. The variation of operating point also explains
some of the variations in prior studies. In the study of Frank
and Kössl ~1996!, low-frequency bias tones were found to
modulate thef 2 – f 1 emission either at the frequency of the
bias tone or in some animals at twice the frequency of the
bias tone. We interpret this as showing that if the operating
point is nonzero, and the bias amplitude is not sufficient to
drive the transducer to reach zero, then the modulation by the
bias would occur at the frequency of the bias tone. On the
other hand, if operating point is near zero and the bias tone is
large enough to drive the transducer through zero, then the
distortion will show increases twice per bias cycle and the
modulation will occur at twice the frequency of the applied
stimulus. Operating point thus plays a key role in generating
distortion and is central to our understanding and interpreta-
tion of second harmonic andf 2 – f 1 distortion.

Disturbances of the endolymphatic system are shown to
cause transient changes of operating point in the cochlea.
Two hundred-Hz tones and injections into endolymph at high
rates~200 nl/min and higher! cause a positive movement of
operating point, consistent with an endolymph volume en-
largement and displacement of the organ of Corti towards
scala tympani. Comparison of the time courses of endolymph
volume change induced by 200-Hz tone exposure~Salt,
2003! or by artificial endolymph injections~Salt and DeMott,
1997! with operating point data from the present study shows
that operating point recovers substantially faster than does
the endolymph volume disturbance. This is consistent with
the observation that slowly occurring endolymph volume in-
creases~80-nl/min injection rate! appear to produce instabil-
ity or slow oscillations of operating point, rather than a sus-
tained operating point change. These observations suggest
that some form of compensation for the induced endolymph
volume disturbance occurs at the level of the organ of Corti.
Thus, operating point, while sensitive to some volume dis-
turbances, is not a direct measure of endolymph enlargement
but is influenced by compensation processes. Kirket al.
~1997! calculated that the recovery kinetics of operating
point could be explained by two exponential processes with
time constants of 30 and 220 s. Our data are consistent with
this analysis.

An important finding of the study is that acute en-
dolymph volume disturbances can be detected by noninva-
sive means and are seen as substantial changes of thef 2 – f 1
emission. Although thef 2 – f 1 changes temporally corre-
sponded with the endolymph volume change, the magnitude,
direction, and time course of change were not indicative of
the magnitude or duration of endolymph volume change. It is
apparent that The observation thatf 2 – f 1 changes can be
large ~greater than 10 dB! while 2 f 1 – f 2 emission and AP
threshold changes are minor~a few dB!. Kirk et al. ~1997!
and Frank and Ko¨ssl ~1996! interpreted this difference as
suggesting that a fundamental change in distortion genera-
tion was occurring, rather than an alteration to the mechani-
cal drive to a constant distortion generator. It is our interpre-
tation that the large magnitude of thef 2 – f 1 and second
harmonic distortion changes is a reflection of the high sensi-
tivity of distortion to small operating point changes, as
shown in Fig. 3, especially when operating point approaches
zero. The mechanism of generation is not fundamentally dif-
ferent but the dependence on operating point is highly non-
linear. At present, a quantitative interpretation off 2 – f 1
changes is not possible. Correlations off 2 – f 1 magnitude
with operating point derived from CM recordings are poor,
since both responses are collected with different stimulus
conditions and involve different cochlear regions. It is likely
that the operating points of different cochlear regions will
vary according to the properties of the local hair-cell popu-
lation. At present, we cannot determine the operating point at
the specific sites involved inf 2 – f 1 generation, at the fre-
quencies and levels of stimulation used to elicit the emission.
The theoretical foundation provided by our study may permit
a more quantitative approach to the analysis off 2 – f 1
changes in the future.

Our findings with 200-Hz exposure replicate to a con-
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siderable degree the findings of Kirk and Patuzzi~1997!,
although slightly different conditions were used in our study.
We delivered the 200-Hz tone at a level of 115 dB SPL,
which is higher than that used by Kirk and Patuzzi. It is a
level that we have shown consistently produces endolym-
phatic hydrops in the second turn of the cochlea~Salt, 2003!.
In addition, our probe tone was delivered at 500 Hz and at 90
dB SPL, compared to Kirk and Patuzzi~1997!, who used a
200-Hz tone at 95 dB SPL to obtain CM from the basal turn.
We similarly found an increase in operating point with the
exposure, consistent with an induced endolymphatic hy-
drops. Due to the higher level of tone exposure, we find the
bounce in AP thresholds after the exposure to be less appar-
ent, which has been reported previously~Salt, 2003!.

We initially expected that endolymphatic injections
would increase endolymph volume with minimal secondary
effects and could possibly provide a well-controlled manipu-
lation of operating point. Instead, we found that injections at
rates that are known to produce hydrops caused fluctuations
and oscillation of the operating point. Only with the higher
injection rates was an increase in operating point apparent.
However, after the injection of 1200 nl of artificial en-
dolymph, either in 3 min~400 nl/min! or in 15 min ~80
nl/min! the operating point in many animals decreased to a
level below the starting value. The cause of this overcom-
pensation is not known. In comparison, for those animals
that received a total of 600 nl of artificial endolymph at 200
nl/min, operating point change remained positive in all ex-
cept one. Operating point changes with injection thus seem
to be affected by both the rate and the total volume of arti-
ficial endolymph injected.

Furosemide treatment produced large changes of operat-
ing point. Given intravenously, operating point showed a
consistent decrease, followed by an increase and overshoot.
With a local injection of a dose that caused a similar cochlear
microphonic decrease, a consistent, but opposite, result was
obtained. Operating point increased markedly, then recov-
ered but remained elevated. Furosemide inhibits the Na/K/
2Cl cotransporter~NKCC1! found in the marginal cells of
stria vascularis and other cell types. This action would be
expected to suppress K1 currents circulating through the en-
dolymph. Given intravenously, furosemide has been shown
to reduce the endocochlear potential and to reduce en-
dolymph K1 and Cl2 ~Brusilow, 1976; Rybak and Mori-
zono, 1982; Rybak and Whitworth, 1986!. It is likely the ion
reductions would be accompanied by water movement out of
endolymph and possibly an endolymph volume reduction,
which would be consistent with the operating point decrease.
However, we cannot conclude that the operating point
change reflects an endolymph volume change as other
mechanisms may predominate. As there are likely both cur-
rent and voltage changes at the level of the hair cells, oper-
ating point changes may arise by a number of other mecha-
nisms.

It is interesting that locally applied furosemide gave an
oppositely directed operating point change. This is likely ex-
plained by different cochlear locations being affected by the
drug. The first possibility is that different regions along the
length of the cochlea may be involved, with intravenous fu-

rosemide affecting the entire length and local injection af-
fecting primarily the base~Schmiedtet al., 2002!. It has also
been shown that the cell types involved in ion transport pro-
cesses vary from base to apex~Spicer et al., 2003!, so a
variation of sensitivity to furosemide with location is pos-
sible. Alternatively, it is possible that within any segment of
the cochlea furosemide may have access to different cell
types when given intravenously compared to when it is given
locally. Intravenous drug will have ready access to the vas-
cularized intrastrial space and from there influence the mar-
ginal cells. In contrast, when given into scala tympani furo-
semide must first cross the basal and intermediate cell layer,
with associated extremely tight junctions~Jahnke, 1975!, in
order to reach the marginal cells. Other cell types that con-
tain the NKCC1 cotransporter would likely be exposed to
relatively higher doses and may disturb radial ionic move-
ments in a manner different from the suppression of ion
transport in the marginal cells. The specific other cell types
expressing the NKCC1 cotransporter are spiral ligament fi-
brocytes of type II, IV, and V, especially in the suprastrial
region and in the vicinity of the outer sulcus, and spiral lim-
bus fibrocytes~Crouchet al., 1997; Sakaguchiet al., 1998!.
If these cell types regulate ion currents in a manner different
from the marginal cells, it may account for the different di-
rection of operating point movement.

The acoustic emissions changes we observed with furo-
semide (2f 1 – f 2 andf 2 – f 1) were comparable to those ob-
served by Millset al. ~1993!. They found thef 2 – f 1 to ex-
hibit changes completely different from 2f 1 – f 2,
characterized by sharp minima as we also observed. Based
on phase measurements they interpreted the minima as rep-
resenting zero crossings, an interpretation that our present
study supports.

Under some conditions operating point, second har-
monic, f 2 – f 1, and SP changes occurred with minimal
changes of AP thresholds or of the 2f 1 – f 2 emission. Prior
studies have noted that thef 2 – f 1 emission and operating
point are variable and influenced by a variety of factors that
are not normally associated with cochlear sensitivity change.
Psychophysical experiments in humans initially showed that
the magnitude of the difference tone (f 2 – f 1) was highly
variable across subjects~Plomp, 1965; Humes, 1979!. Mod-
eling studies by Hall~1974! concluded thatf 2 – f 1 was de-
pendent on the inclusion of asymmetric nonlinearities. With
the advent of acoustic emissions, Brown~1988! character-
ized the f 2 – f 1 response, showing that the magnitude de-
creased as stimulation was prolonged, during which time
2 f 1 – f 2 remained stable. Brown also found thef 2 – f 1
emission to be susceptible to anesthesia and suggested that
the sensitivity change could be an efferent effect. Mountain
~1980! found f 2 – f 1 emission magnitude to be sensitive to
electrical stimulation of the efferent system. Pharmacological
manipulation studies by Kirk and Johnstone~1993! also gave
support for efferent involvement. In contrast, similar studies
of f 2 – f 1 variation in rabbits were found to be inconsistent
with an efferent involvement~Whiteheadet al., 1991!. A
subsequent study by Kujawaet al. ~1995! documented
changes inf 2 – f 1 with the duration of stimulation, but phar-
macologic treatments of the cochlea failed to support the
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concept thatf 2 – f 1 was controlled by the efferent system.
Based on an analysis of cochlear microphonic during electri-
cal efferent stimulation, Patuzzi and Rajan~1990! also con-
cluded that the stimulation-induced increase in microphonic
amplitude occurred with little or no change in operating
point. The possibility that distortion was linked to operating
point was implied by Millset al. ~1993!, in their interpreta-
tion of f 2 – f 1 changes that ‘‘went through another apparent
zero’’ during furosemide treatment. This concept was further
developed by Frank and Kossl~1996! and Kirk and Patuzzi
~1997!, in which operating point changes induced distortion
changes in a predictable manner based on the known char-
acteristics of cochlear transduction, as discussed above.
Combined with our present study, there is good evidence that
second harmonic andf 2 – f 1 distortion are highly dependent
on operating point, but operating point appears to be insen-
sitive to efferent effects.

V. CONCLUSIONS

A dependence of second harmonic distortion andf 2 – f 1
emissions on transducer operating point has been demon-
strated. The operating points shown by different animals var-
ied prior to treatments, a difference which markedly influ-
ences the observed responses to experimental manipulations.
Second harmonic andf 2 – f 1 distortion are sensitive to ma-
nipulations of the endolymphatic system and may provide a
means to monitor endolymph volume disturbances.
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Harmonic distortion in intracochlear pressure and its analysis
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Intracochlear pressure was measured close to the basal basilar membrane in gerbil with pure-tone
stimulation. This report describes harmonic distortion in the pressure. The harmonic components
were tuned in frequency and physiologically vulnerable, implying that they were related to the
cell-derived force that sharpens tuning at low levels in healthy cochleae. For stimulus frequencies
in the vicinity of the best frequency the harmonic distortion appeared to be produced locally, at the
place of measurement. Therefore, it could be explored with a local nonlinear model. The combined
model and observations demonstrate two specific points: First, the harmonics in the cell-based force
were likely similar in size to the harmonics in pressure~multiplied by area! close to the basilar
membrane. This is distinctly different than the situation for the fundamental component, where the
cell-based force is apparently much smaller than the pressure~times area!. Second, although the
fundamental component of the measured pressure was much larger than its harmonic components,
the harmonic and fundamental components of the active force were likely much more similar in
size. This allows the harmonic components in the pressure to be used as an indirect measure of the
active force. ©2004 Acoustical Society of America.@DOI: 10.1121/1.1645611#

PACS numbers: 43.64.Kc, 43.64.Bt@WPS# Pages: 1230–1241

I. INTRODUCTION

The cochlea is a fluid-filled hose divided along its long
axis by a ribbon of sensory tissue and coiled into the shape
of a snail. Upon acoustic stimulation, a traveling wave of
motion ripples down the ribbon and peaks at a place that
depends on the frequency of the stimulus. High frequencies
peak in the cochlear base, low frequencies closer to the apex.
Observing one position and varying the stimulus frequency,
one finds that at frequencies close to the best frequency~b.f.!
the phase of the motion shows a rapid accumulation. This
phase accumulation is the signature of the slowing of the
cochlear traveling wave that accompanies its peaking. An
outer hair cell~OHC!-generated force exists in the cochlea
that enhances the sensory tissue motion and thus cochlear
sensitivity. In the base of the cochlea, with stimulus frequen-
cies close to the b.f., low-stimulus-level motion responses
can be enhanced by 40 dB or more relative to high-stimulus-
level responses~Robles and Ruggero, 2001!. As to be ex-
pected, this large degree of compressive nonlinearity is ac-
companied by harmonic distortion. However, the degree of
harmonic distortion in basal displacement is small, at the
several percent level for stimulus frequencies close to the b.f.
~Cooper, 1998! at a stimulus level of 60 dB SPL. Harmonic
distortion has also been measured in the cochlear apex at
relatively high stimulus levels~Khanna and Hao, 1999!.

This report describes harmonic distortion in the intraco-

chlear pressure in the base of the gerbil cochlea. Close to the
sensory tissue’s basilar membrane~b.m.! the pressure shared
the interesting features of b.m. motion described above: fre-
quency tuning, compressive nonlinearity at frequencies close
to the b.f., a phase-vs-frequency response that indicates the
presence of the traveling wave, and a low level of harmonic
distortion. The harmonics were tuned in frequency, peaking
at stimulus frequencies around the b.f. and with sharper tun-
ing at low stimulus levels. The low-stim-level harmonics dis-
appeared into the noise postmortem, just as the low-stim-
level enhancement of tuning of the fundamental disappears.
High-stim-level harmonics~80 dB SPL and above! changed
postmortem, but did not always disappear, although when
followed over 2 h they decreased substantially or disap-
peared. The tuning and physiological vulnerability of the har-
monic distortion in pressure link it to the cochlea’s nonlinear
tuning. The basis for the nonlinear tuning is outer hair cells
~e.g., Kianget al., 1986!.

At stimulus frequencies within the best frequency peak
the phase-vs-frequency relationship of the harmonics was
very similar to that of the fundamental. That means that the
harmonics arrived at the place of measurement with the same
delay as the fundamental, strongly suggesting that the har-
monics were locally generated at the place of measurement.
This observation allows the pressure harmonics to be inter-
preted and analyzed as components of the local cell-derived
force ~as opposed to having been produced by cellular forces
elsewhere in the cochlea and traveling independently to the
place of measurement! and used to explore the character of
that force.

This exploration is made quantitative with a local non-
linear model of one longitudinal segment of the cochlea. The
model is a spring–mass system, with a resistive force that is

a!A preliminary version of this work was presented at the Mechanics of
Hearing Meeting in Titissee, Germany in July, 2002, and was published in
the meeting proceedings: Olson, E.S.~2003!. ‘‘Harmonic distortion in in-
tracochlear pressure: Observations and interpretation,’’ in:Biophysics of
the Cochlea: From Molecules to Models, edited by A.W. Gummer~World
Scientific, Singapore!, pp. 228–236.

b!Electronic mail: eao2004@columbia.edu

1230 J. Acoust. Soc. Am. 115 (3), March 2004 0001-4966/2004/115(3)/1230/12/$20.00 © 2004 Acoustical Society of America



proportional to and opposed to velocity and a nonlinear force
that is proportional to a fractional power of velocity. By be-
ing proportional to velocity, the nonlinear force adds energy
to the system and is an ‘‘active force.’’ The spring is the
stiffness of the OCC. The mass is composed of both the fluid
mass and the mass of the organ of Corti complex~OCC, the
organ of Corti and basilar and tectorial membranes!. Because
of the fluid mass the pressure close to the OCC is a force
within the spring–mass system. In this contribution, the
model will be fitted to one set of pressure data in order to
draw general conclusions about the size and possible shape
of the active force.

This paper has to do with using intracochlear pressure to
explore the active cochlear force, and some relevant back-
ground on intracochlear pressure and the active force is pro-
vided here. The cochlear pressure is composed of two com-
ponents. The compressive pressure is timed to the in–out
compression-rarefaction motion of the stapes and is also
known as the ‘‘fast-wave’’ pressure. The pressure that is tied
to the motion of the OCC and the adjacent fluid is known as
the ‘‘slow-wave’’ pressure~Peterson and Bogart, 1950!. The
slow and fast waves obtain these designations because the
fast wave propagates at the speed of sound in water, about
1500 m/s, whereas the slow wave’s propagation speed is
about 9 m/s in the region of the b.f. where the cochlear
traveling wave is moving slowly~Rhode, 1971!, and was
found to be as small as 3.2 m/s in very localized measure-
ments~Ren, 2002!. The slow-wave pressure is largest close
to the OCC and varies rapidly in space in this region, where
the fluid acceleration is greatest~Olson, 1999!. It produces a
pressure difference across the OCC. In contrast, the fast-
wave pressure is nearly equal in space throughout the co-
chlea and, because it creates no pressure difference across
the OCC, it is thought not to cause motion of the OCC.

When making pressure measurements in the fluid the
fast wave is of course measured along with the slow wave.
Cancellation between the slow and fast waves occurs in the
region of the b.f. peak because the slow wave is large in the
peak region, goes through rapid phase variations there, and is
sometimes out of phase with the fast wave. The cancellation
results in pressure notches, discussed in Olson~1998, 2001!
and visible in the data below. At frequencies well above the
peak the slow-wave pressure is small and the fast-wave pres-
sure dominates it, giving rise to a plateau in pressure phase
~see Fig. 3!. Even further above the peak there is a plateau in
OCC motion as well~e.g., Robles and Ruggero, 2001;
Rhode, 1971!. This is likely due to nontraveling pressure
modes that are present in the vicinity of a cochlear window,
natural or unnatural~Steele and Taber, 1979; Cooper and
Rhode, 1996!. These pressure modes are like the fast wave in
that they are timed to the motion of the stapes, but like the
slow wave in that they are associated with fluid motion~as
opposed to compression!.

Moving on to background for the active force: the physi-
ological basis for the active force is outer hair cells~e.g.,
Robles and Ruggero, 2001; Kianget al., 1986!. How exactly
the outer hair cells exert forces that give rise to enhanced
tuning is a rich research question. The possibilities for this
force have been bounded by several studies. These were used

to guide the characteristics for the active force in the model
of the current study. The effect of the active force on b.m.
motion was largest at low levels~Rhode, 1971! and therefore
the active force is assumed to be compressive. The modeling/
experimental studies of deBoer and Nuttall~e.g., 2000! indi-
cated that the active force had the character, in terms of
impedance, of a negative resistance. This means the active
force is in phase with velocity—like a damping force, but
instead of resisting the velocity, the active force assists it.
Shera~2001! also concluded that the active force had the
character of a negative resistance, based on the lack of level
dependence in the timing of the zero crossings in the b.m.
motion response to a click. Finally, an approximately direct
measurement of OCC impedance, and how it changed with
stimulus level in a healthy cochlea, showed that the active
force was small compared with the passive cochlear forces
~Olson, 2001!. This was also found in the study of deBoer
and Nuttall~2000!.

This report grew out of a contribution to the Mechanics
of Hearing Meeting in Titisse, Germany in July, 2002~Olson,
2003!.

II. METHODS

A brief description of methods is given here; details
have been published~Olson, 1998!. The measurements were
made in deeply anesthetized gerbils stimulated with tones via
a speaker coupled to the ear canal. Stimuli were pure tones,
32 ms in duration. Stimulation levels refer to the sound-
pressure level in the ear canal. Intracochlear pressure was
measured by inserting specialized pressure sensors through
small holes that were hand-drilled in the cochlear bone. Pres-
sure measurements in the scala tympani~s.t.! were made in
the first turn of the cochlea where the best frequency~b.f.!
was approximately 20 kHz. In s.t. the pressure was measured
at a series of distances from the b.m.; this report emphasizes
the close measurements within 10mm of the b.m. The pres-
sure in the scala vestibuli~s.v.! just next to the stapes was
measured within seconds of each measurement in the s.t. The
pressure responses were averaged (;100 times) and the av-
eraged responses stored and later analyzed via Fourier trans-
form to find the magnitude and phase at the stimulus fre-
quency ~fundamental! and the second and third harmonic
frequencies. An antialiasing filter cut off the measured re-
sponse above 60 kHz; therefore, the third harmonic data are
only available up to a 20-kHz stimulus frequency. When ref-
erencing phases of the harmonics to those of the fundamen-
tal, a small phase adjustment was made to account for the
frequency dependence of the phase of the antialiasing filter.

An electrode at the round window measured the com-
pound action potential~CAP! response of the auditory nerve
to tone pips, as a monitor of cochlear health.

The pressure sensor consists of a glass capillary with
inner and outer diameters 100 and 170mm, tipped with a
gold-coated polymer diaphragm. Light from an LED is de-
livered via a fiber optic threaded into the capillary, and re-
flects from the diaphragm. The amount of light returning to
the fiber optic for transmission to a photodetector varies lin-
early with the pressure-induced motion of the diaphragm~Hu
et al., 1992!. As described previously, the sensors are cali-
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brated by submerging them a known distance beneath the
surface of a vial of water which is then shaken with a known
acceleration~Bruel & Kjaer model 4290!. This produces a
known pressure at the position of the sensor. The sensitivity
of the sensors is approximately flat~within 3 or 4 dB! up to
at least 40 kHz. At a frequency above 40 kHz, the precise
value of which varies between sensors, the sensitivity de-
creases. This is probably due to viscous resistance in the
sensor’s membrane material. The variation between sensors
is likely due to variations in membrane thickness. The drop-
off in sensitivity is at high enough frequencies that it does
not affect the fundamental response much, but it can affect
the harmonics. The sensors are calibrated through 58 kHz,
although a resonance in the shaker reduces its reliability
above 50 kHz. The primary data set for analysis of this re-
port, the s.t. measurement of Fig. 1, was recorded with a
sensor whose cutoff frequency was above 50 kHz, so the
sensitivity had decreased very little at the harmonic frequen-
cies and is considered to be flat.

III. OBSERVATIONS

A. Physiological basis for the distortion

The first observations we report tie the distortion to
forces within the organ of Corti. When delivering tones into

a cavity, the digital-analog/analog-digital~DA/AD ! system
used in these studies produced harmonic distortion at levels
50 dB below the fundamental. This is not terrifically low~the
system has since been upgraded!, and several aspects of the
data can be used to check that the measured distortion is
physiologically based. Because the s.t. pressure was mea-
sured close to the OCC, whereas the s.v. pressure was mea-
sured near the stapes, if the distortion were generated in the
OCC it was expected to be larger in the s.t. measurement
than in the s.v. measurement. This is shown in Fig. 1, spectra
from animal 8-28-01. This cochlea was mildly nonlinear,
with CAP thresholds that were healthy following the initial
surgery but elevated by;15 dB at frequencies around 20
kHz after making the holes to the cochlea. The stimulus was
a 16-kHz, 80-dB SPL tone, and the s.t. sensor was close to
the b.m.~10 mm from it!. Second, third, and fourth harmon-
ics were clearly seen in s.t. but do not emerge out of the
noise in s.v.

Changes due to an aging preparation and then postmor-
tem are shown in the spectra of Fig. 2, from animal 4-18-01,
a mildly nonlinear cochlea. The measurements were made 10
mm from the basilar membrane with a 17-kHz, 80-dB SPL
tone stimulus. A spectrum from data gathered early in the
experiment is shown in the left panel~1!. The middle panel
~2! shows results several hours later, pre-mortem, and the

FIG. 1. Pressure spectra, animal 8-28-01. The stimulus was a 16-kHz, 80-dB SPL tone. The s.t. sensor was close to the b.m.~10 mm from it!, the s.v. sensor
was near the stapes. If the harmonics were associated with the nonlinear mechanics of the organ of Corti, they are expected to be larger in the s.t. pressure
close to the basilar membrane than in the s.v. pressure measured near the stapes. This is apparent in the figure, where second, third, and fourth harmonics are
visible in the s.t. data but do not emerge from the noise in the s.v. data. The frequency of the fourth harmonic is high enough that it falls above the cutoff
frequency of the antialiasing filter. The circled ‘‘4’’ indicates the size of the fourth harmonic after accounting for the attenuation of the filter.

FIG. 2. Pressure spectra, animal 4-18-01. Changes due to an aging preparation and then postmortem. The pressure was measured in scala tympani, 10mm
from the basilar membrane, with a 17-kHz, 80-dB SPL stimulus. A spectrum from data gathered early in the experiment is shown in the left panel. The middle
panel shows data gathered several hours later, pre-mortem, and the right panel shows data gathered just minutes later, postmortem.
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right panel ~3! directly ~minutes! after the panel~2! data,
postmortem. The distortion became smaller with time, and
disappeared postmortem.

Another quality of the distortion that speaks for its
physiological basis is that the distortion drops off with dis-
tance from the b.m. This is seen in Figs. 3 and 5.

B. Frequency sweeps

Frequency sweeps showing the fundamental, second,
and third harmonics are shown from three animals. Thex
axis is the frequency of the fundamental, so the frequencies
of the harmonics are 2 and 3 times this frequency.

In Fig. 3 s.t. pressure responses from cochlea 8-28-01,
the same cochlea as in Fig. 1, are shown. The magnitude
plots ~A!, ~B!, and~C! show the pressure at distances 10 and
50 mm from the basilar membrane; the phase plots@~D! and
~E!# show the pressure phase at the 10-mm position. In~B!
and ~C! the sound-pressure level was 80 dB SPL, in~A! it
was 60 dB. When the stimulus level was 60 dB the funda-
mental component showed about 10 dB of compressive non-
linearity compared to the response with the 80-dB stimulus.
When the stimulus was reduced to 50 dB SPL there was little
additional compression due to the nonoptimal condition of
the cochlea. Nevertheless, the compression between 60 and
80 dB SPL produced the characteristic sharpening of the re-
sponse at the lower stimulus level and thus the OHC force

was at work in this preparation. With stimulus levels of 50
~not shown! and 60 dB SPL the second harmonic was a peak
positioned in frequency at 20–24 kHz, the frequencies where
the fundamental peaked in a broader fashion. When the
stimulus level was 80 dB SPL the second harmonic formed a
broad plateau between 10 and 25 kHz, with a shape that was
similar to the broad tuning of the fundamental. The third
harmonic was in the noise when the stimulus level was 50
dB SPL and at 60 dB SPL just emerged from the noise. At 80
dB SPL the third harmonic was broadened in a fashion simi-
lar but not identical to that of the second harmonic.

The fundamental and harmonics both decreased with
distance from the basilar membrane. The spatial pressure
variations reflect fluid motion. (¹p'2ra, wherep is pres-
sure,¹ is the gradient operator, symbolizing spatial differ-
ences,r is fluid density, anda is the fluid acceleration. See
Olson, 1998, 2001.! One characteristic of note is that the
notch that appeared in the fundamental with the 80-dB, 24-
kHz stimulus at the 50-mm position did not appear in the
harmonic@Fig. 3~B!#. The notch is due to cancellation be-
tween the fast-and slow-wave pressures of the fundamental.
At the harmonic frequencies, the pressure fell off with dis-
tance without a fast-wave–slow-wave cancellation. The ob-
servation that the harmonic does not itself notch in the region
of the fundamental notch rules out the possibility that the

FIG. 3. Scala tympani pressure frequency responses, animal 8-28-01. The magnitude plots@panels~A!, ~B!, and~C!# show the responses at distances 10 and
50 mm from the basilar membrane; the phase plots@panels~D! and ~E!# show the response phase at the 10-mm position. Panel~A! shows the fundamental,
second, and third harmonic components with 60-dB SPL stimuli. Panel~B! shows the fundamental and second harmonic components with 80-dB SPL stimuli.
Panel~C! is similar to panel~B! except the third harmonic is shown. Panel~D! shows the fundamental and second harmonic phases with 60- and 80-dB
stimuli. Panel~E! shows the fundamental and third harmonic phases with 80-dB stimuli. The reference for all the phase data was the s.v. pressure fundamental.
The s.v. fundamental phase was multiplied by 2 in order to use it for the reference for the s.t. second harmonic, and by 3 in order to use it for the reference
for the s.t. third harmonic.
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distortion is an artifact due to nonlinearity in the pressure-
sensing membrane.

Figures 3~D!–~E!, the phase responses that go along
with the 10-mm s.t. pressure magnitudes of Figs. 3~A!–~C!,
contain one of the principal observations of this study. Figure
3~D! shows the s.t. second harmonic and fundamental
phases; Fig. 3~E! shows the s.t. third harmonic and funda-
mental phases. The phase of each component of the s.t. pres-
sure was referenced to the fundamental component of the s.v.
pressure. The s.v. fundamental phase was multiplied by 2 in
order to use it for the reference for the s.t. second harmonic,
and was multiplied by 3 in order to use it to for the reference
for the third harmonic.~That this multiplication of phase is
appropriate can be appreciated by thinking of the phase ref-
erence as representing an offset in time from the zero phase
time of the fundamental s.v. pressure. That time corresponds
to a phase that increases linearly with frequency.! The fun-
damental frequency was plotted on thex axis, so that, for
example, the 10-kHz fundamental and its harmonics at 20
and 30 kHz are all plotted at the samex position. The fun-
damental phase uses the lefty axis and the harmonic phase
uses the righty axis. The axes of the second and third har-
monic phases were expanded by factors of 2 or 3 relative to
they axis of the fundamental phase. The phase plots have the
notable characteristic that the phase-vs-frequency slope was
nearly the same for the fundamental, the second and the third
harmonic. This means that all three components arrived at
the point of measurement with the same delay. This strongly
suggests that the harmonics were locally generated. In this
picture, the fundamental propagates down the cochlea, pro-
ducing harmonic distortion as it goes. The harmonic distor-
tion does not propagate and therefore the delays of the har-
monics measured at a given position are the same as the
delay of the fundamental response.

Figure 4 shows frequency sweep data from animal 4-25-
00. This was also a mildly nonlinear cochlea. Responses at
65 and 85 dB SPL, at a position close to the b.m.~10 mm
away! are shown. The purpose of the figure is to show the
repeatability of the results from Fig. 3, namely, tuned har-
monics, whose tuning was sharper than the fundamental at

the lower stimulus level but became as broad as the funda-
mental at the higher stimulus level; and harmonic phase-vs-
frequency curves that nearly paralleled that of the fundamen-
tal. In this cochlea the harmonic phase-vs-frequency slopes
deviated from that of the fundamental at low frequencies,
5–10 kHz. The low-frequency deviation might be due to
harmonics that were produced basal to the measurement po-
sition and traveled to the probe position independently of the
fundamental, and with different delays.~However, the third
harmonic were nearly in the noise at low frequencies, reduc-
ing the reliability of those data.!

The frequency sweeps shown in Fig. 5 were from the
healthiest cochlea of this study,~9-8-98!, with CAP thresh-
olds that were increased by only about 10 dB following mak-
ing the holes to the cochlea. In this cochlea at 85 dB SPL
@panel ~D!# there were two peaks in the second harmonic
response, with the upper frequency peak occurring at stimu-
lus frequencies close to the b.f. at the probe position~the
usual peak! and a second peak appearing at stimulus
frequencies;one-half the b.f. The lower peak might be the
result of distortion generated basal to the measurement posi-
tion and traveling to the measurement position, its own b.f.
place, where it peaked. This would be the ‘‘amplified distor-
tion’’ reported by Cooper~1998! in measurements of har-
monic distortion in b.m. displacement.

The phase data from this cochlea are in Figs. 5~F! and
~G!. In this cochlea the harmonic phase-vs-frequency curves
paralleled that of the fundamental over a relatively restricted
frequency range in the region of the b.f. peak. At frequencies
below the b.f. peak the lack of similarity means that the
distortion was not so closely tied to the fundamental, and
might have arrived from other parts of the cochlea. This jibes
with the magnitude data described above. The apparent en-
hanced ability for distortion to propagate in this cochlea
might be related to the relative health of the preparation.
~Data now emerging from our lab support this view and will
be reported in a future publication.! The independently trav-
eling distortion bears further investigation, but not here. In
the analysis that follows, the distortion that is generated with
stimulus frequencies in the region of the b.f. is explored. As

FIG. 4. Scala tympani pressure fre-
quency responses, animal 4-25-00. Re-
sponses at 65 and 85 dB SPL, at a po-
sition close to the b.m.~10 mm away!
are shown. Panel~A! shows the mag-
nitude of the fundamental, second, and
third harmonics with 65-dB stimuli,
Panel~B! the same with 85 dB stimuli.
Panels~C! and ~D! show the response
phases with 65- and 85-dB stimuli.
Panel~C! shows the fundamental and
second harmonic,~D! the fundamental
and third harmonic.
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described above, the phase-vs-frequency behavior of the dis-
tortion in this region indicates that it is locally generated—it
is a distortion of the fundamental response that has arrived at
the place of measurement. This is a requirement of the
simple local nonlinear model that is used.

IV. ANALYSIS ÕMODEL

Consider the cross section sketched in Fig. 6. The forces
on the organ of Corti upon acoustic stimulation can be de-
termined by considering this section of the OCC as the mass
in the equation expressing Newton’s second law,(Fext

5moca. The external forces are exerted on the OCC by the
fluid and structures that surround it: The attachment points of
the lamina and ligament provide restoring and resistive
forces. The fluid pressure of the adjacent fluid, multiplied by
the surface area, provides a force that is directed perpendicu-
lar to that surface area. The active force is envisioned as
arising from the outer hair cells pushing~via the tectorial
membrane! between the wall of the inner sulcus, an external
structure, and the OCC~Steele and Lim, 1999; deBoer,
1993!. We are not concerned with predicting frequency tun-
ing; the response at just one stimulus frequency is examined

FIG. 5. Scala tympani pressure frequency responses,
animal 9-8-98. This was the healthiest animal in this
study and had slightly more complicated harmonic be-
havior seemingly due to an enhanced ability for har-
monic distortion, once established, to travel indepen-
dently of the fundamental traveling wave. The
magnitude plots@panels~A!–~E!# show the responses at
distances 4 and 84mm from the basilar membrane; the
phase plots@panels~F!–~G!# show the response phases
at the 4-mm position. Panel~A! shows the fundamental,
second, and third harmonic components with 45-dB
SPL stimuli. Panel~B! shows the fundamental and sec-
ond harmonic components with 65-dB SPL stimuli.
Panel~C! is similar to panel~B! except the third har-
monic is shown. Panel~D! shows the fundamental and
second harmonic components with 85-dB SPL stimuli.
Panel~E! is similar to panel~D! except the third har-
monic is shown. Panel~F! shows the fundamental and
second harmonic phases with 45-, 65-, and 85-dB
stimuli. Panel~G! shows the fundamental and third har-
monic phases with 65- and 85-dB SPL stimuli.
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in the model. The strategy is to write force balance for the
segment, including a nonlinear active force, and solve the
equation in the time domain for the harmonic response in the
motion. The distortion in each contributing force is then
found and examined. One objective of the model is to dem-
onstrate that although only a small degree of distortion was
observed in the pressure close to the b.m., the active force
itself probably has a large degree of distortion. The analysis
and observations together are used to estimate the size and
possible shape of the active force.

The model is based on a 10-mm-long section of OCC,
with a width of 200mm. @Note that 200mm is approximately
the width of the b.m. in turn one of the gerbil cochlea~Plass-
manet al., 1987! and 10mm was chosen for the length of a
segment, based on the width of hair cells.#
The symbols used in this analysis are as follows:

Psv5scala vestibuli pressure close to the OCC
Pst5scala tympani pressure close to the basilar membrane
moc5mass of the OCC
mf5effective mass of the cochlear fluid
m5moc1mf

a5 z̈5acceleration of the OCC in thez direction
ż5velocity of the OCC in thez direction
z5displacement of the OCC in thez direction
d5radial width of the OCC
b5 longitudinal width of segment of the OCC
L5b•d5area of segment of the OCC
Factive5force exerted by outer hair cells
Fpassive5passive forces on the OCC
s5stiffness associated with restoring force
R5viscous forces resisting motion of the OCC
v52p f , where f is the driving frequency in Hz
Fdrive5drive force arriving from adjacent basal segment

Psv–drive5associated drive pressure in scala vestibuli

Pst–drive5associated drive pressure in scala tympani

F05amplitude of drive force arriving from adjacent
basal segment

l5wavelength of the cochlear traveling wave
A, v0 , vw , andex5parameters that describe the size, range,
and offset of the active force.

Force balance in thez direction for the segment is expressed
as

moca5~Psv2Pst!L1Fpassive1Factive. ~1!

Fpassiveconsists of reactive and resistive components, and the

force balance equation is written more specifically as

mocz̈5~Psv2Pst!L2sz2Rż1Factive. ~2!

The local pressure difference across the OCC,Psv2Pst, is
related to the local fluid motion. In a symmetric cochlear
model,Pst52Psv and, for an inviscid fluid and small fluid
velocities

PstL5
mf

2
z̈, ~3!

wheremf is the effective fluid mass per unit length~Steele
and Taber, 1979!. ~The pressure at the OCC both drives the
motion of the OCC and the motion of the fluid adjacent to
the OCC.! So, the force balance equation becomes

mocz̈52mfz̈2sz2Rż1Factive. ~4!

Thus, pressure has been replaced by acceleration, which
brings the equation closer to a form that can be solved.mf

depends on the local curvature of the traveling wave
(curvature}1/wavelength), the width of the OCC, and the
size and shape of the cochlear fluid space~Steele, 1987!. The
curvature of the wave depends on its frequency. For a lightly
damped cochlea stimulated at a frequencyv, equating the
local kinetic and potential energies of the traveling wave
leads to the relationship between the local mass, stiffness,
and frequency

~moc1mf !5
s

v2 . ~5!

~Lighthill, 1983!. ~While this relationship is for a linear sys-
tem, for which użu5vuzu, it is approximately true for the
cochlea because of the relatively small size of the distortion.
The relationship essentially prescribes the size of the fluid
mass so that the traveling wave will exist at the frequency
v.! moc does not change with frequency;mf decreases with
frequency via changes in the curvature.@Two quick asides
about effective fluid mass that are not used here, but are
discussed in for example, Lighthill~1981!: ~i! As an example
of effective fluid mass, for a simple 2D wavemf}l
}curvature21. Substituting this into Eq.~5! results in a rela-
tionship between curvature and frequency that can be used to
find the wave’s propagation speed. Such a step, followed by
an accounting for longitudinal variations in stiffness, is the
beginning of a 2D cochlear model.~ii ! When the frequency
becomes so large thatmoc@mf , the wavelength plunges to
zero and there is no longer a cochlear traveling wave; in
models wheremoc is assumed zero, this ‘‘cutoff’’ or ‘‘reso-
nant’’ frequency does not exist.#

The simple analysis of this report models one longitudi-
nal segment and one stimulus frequency. Equation~5! is used
to eliminate the mass terms from the force balance equation
and get the stimulation frequency into it

z̈52v2z2
v2

s
Rż1

v2

s
Factive. ~6!

Because the model is only of one longitudinal segment,
there is no ‘‘input.’’ The nonactive model works without an
input as long as there is no energy dissipation. Then, the
oscillatory motion of the segment goes on and on at fre-

FIG. 6. Cross-sectional sketch of the organ of Corti complex and the forces
that govern its motion.
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quencyv, just as if a stimulus at that frequency were con-
tinuously on, with a size that depends on initial conditions.
However, when resistance is present there is energy loss
within the segment and, when Eq.~6! is solved with zero
active force the result is a damped oscillation. Further insight
into how to include an input from the segment basal to our
model segment is provided by full cochlear models. Math-
ematically, when resistance is present in the OCC, the effec-
tive fluid mass becomes complex. This can be understood by
looking at Eq.~4! in the passive, linear case. The stiffness
and mass terms are out of phase and can cancel, but there is
not a term to balance the resistive force. Such a term must be
present and it arises bymf becoming complex. Physically,
this means that in the damped system the fluid pressure at the
OCC is not solely in phase with acceleration, but has a com-
ponent that is in phase with velocity. This was observed ex-
perimentally in Olson~2001!. ~This component will also
arise due to resistance within the fluid~Steele and Taber,
1979!, but fluid viscosity is not included here.! In order to
include this component of the pressure in our model, a small
input force at stimulus frequencyv was added,Fdrive

5F0 cos(vt). This can be thought of as a fluid pressure ar-
riving from the adjacent basal segment:Fdrive5(Psv–drive

2Pst–drive)L522Pst–driveL. This last equation will be used

after solving the model equation in order to findPst–drive.

Pst–drive will be added to thePst found from Eq.~3! in order

to predict the measured pressure in scala tympani close to the
basilar membrane.

We assume a form for the active force ofA@( ż
2v0)/vw# (ex). The active force is~nonlinearly! proportional
to velocity by design, in order that it add energy to the sys-
tem. This choice was based on cochlear models and experi-
mental analyses~Neely and Kim, 1986; deBoer and Nuttall,
2000; Shera, 2001! in which the mechanism that sharpens
the cochlear response at low stimulus levels works by adding
energy to the cochlear traveling wave. It is important to note
that by making the nonlinear force proportional to velocity,
the possibilities for its waveform are restricted—it will be
maximum when the velocity is maximum. The free param-
eters of the model,F0 , A, ex, v0 , andvw were chosen to
provide agreement with themagnitudeof the spectral com-
ponents at one stimulus frequency in the region of the b.f.
peak, like the data shown in Fig. 1. The phase of the spectral
components was not considered. In order to match both the
magnitude and phase of the data’s spectral components, the
form of the active force will need to be relaxed. This is a
future study. Finally, the equation that describes the motion
of the segment is

z̈5v2H 2z2
R

s
ż1

A

s
@~ ż2v0!/vw# (ex)1

F0

s
cos~vt !J .

~7!

When this equation is solved, harmonics of the stimulus fre-
quency are generated.

At this point the observation that the phase-vs-frequency
curves of the harmonics paralleled that of the fundamental
comes into play. The observation means that the harmonics
arrived at the place of measurement with the same delay as

the fundamental, strongly suggesting that the harmonics
were locally generated at the place of measurement. The har-
monics were not themselves part of traveling waves at their
own frequencies, with their own wavelengths and their own
effective fluid masses. Rather, the fluid mass corresponding
to the fundamental frequency is envisioned as moving with a
distorted time waveform. Then, Eq.~7!, whose effective fluid
mass corresponds to the fundamental~stimulus! frequency
via Eq. ~5!, applies even though the response contains har-
monic frequencies.

To enlarge upon the applicability of the model: It was
noted when the data were presented that in the healthiest
cochleae~Fig. 5!, in addition to the local distortion we can
analyze with Eq.~7!, propagating distortion components ap-
peared to be present. These components were largest at
stimulus frequencies about one-half of the local b.f., where
the frequencies of the harmonic components themselves
were close to the b.f. In contrast, for stimulus frequencies
close to the local b.f. the harmonic frequencies are well
above the b.f., and propagating distortion components are not
expected to be present. In support of this expectation, at
stimulus frequencies close to the local b.f. the phase-vs-
frequency data in Fig. 5 are similar to those from Figs. 3 and
4, and indicated that the distortion was local. Therefore, the
analysis here is applicable to a healthy cochlea for stimulus
frequencies close to the b.f. and is still applicable at frequen-
cies quite a bit smaller than the b.f. when the cochlea is in
moderate condition.

The parameter values listed below were based on a 10-
mm-long section of OCC, with a width of 200mm. The
analysis models the s.t. pressure data of Fig. 1. Therefore, the
stimulus frequency was set at 16 kHz,v
5100 000 radians/s.

The stiffness was found using the OCC specific acoustic
impedance data from Olson~2001!. In those results the
imaginary part of the impedance had a value that was
;10 Pa/~mm/s! at 10 kHz. At this frequency, somewhat be-
low the;20-kHz peak, the imaginary part of the impedance
is expected to be primarily determined by stiffness, so we
chose to determine its value there.~At frequencies at and
above the peak, the imaginary part of the impedance might
be reduced from that of stiffness due to proximity to a
spring–mass resonance of the OCC stiffness and mass.! To
go from this specific acoustic impedance~in units of
pressure/velocity! to stiffness~in units of force/displacement!
requires multiplying by the area (103200mm) and by 2p
times 10 000 Hz. The resulting stiffness value iss
51.2 N/m51.2mN/mm. ~The last change is made in order
to work in units that are more natural for the cochlea.! This
value is quite consistent~within about a factor of 2! with the
turn one stiffness measured with a blunt, 10-mm-wide stiff-
ness probe~Naidu and Mountain, 1998!.

The resistance was found in reference to the impedance
data from Olson~2001! and those of deBoer and Nuttall
~2000!. The high-stim-level impedance data of Olson showed
real and imaginary parts of the impedance that were similar
in size, although the imaginary part was usually a little bit
bigger, sometimes about twice the size of the real part.@See
Figs. 15 and 22 of Olson~2001!.# If the real part were really
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as big as the imaginary part the passive cochlea would be
rather heavily damped, which is not the view of most co-
chlear mechanics theory. The results of deBoer and Nuttall,
in the high-stim-level case, showed an imaginary impedance
that was about twice the size of the real part.~In both studies,
both the real and imaginary parts tended to come down with
frequency.! For the purposes of the model here the resistance
value was chosen so that the resistive impedance was half the
size of the stiffness-based impedance at the stimulus fre-
quency. So,Rv5 s/2 ,R56•1026 mN-s/mm.

The size ofF0 was chosen to give typical response mag-
nitudes in the passive case and to match the data set of Fig.
1. Its value isF050.0082mN.

A, v0 , vw , andex determine the size and shape of the
active force. Measurements of OCC impedance showed that
at moderate levels of stimulus~50–60 dB SPL!, even though
the active force was causing substantial enhancement in tun-
ing, the fundamental component of the active force was
small compared to the restoring force of stiffness~Olson,
2001; deBoer and Nuttall, 2000!, and this observation guided
the values of the active force parameters. Beyond that, these
parameters were chosen in order that the model results
matched the observed scala tympani pressure close to the
b.m. in Fig. 1—the magnitude of the spectral components.
A50.0014mN, vw51 mm/s, v051435mm/s, andex5 1

10.
The individual values of the active force parameters are not

likely to be of general significance because their choice was
highly dependent on the specific amplitude of the velocity.
What is significant and of general interest is the resultant size
and obvious distortion of the active force’s time waveform.

Equation~7! was solved usingMATLAB ’s ODE45 differ-
ential equation solver.~The MATLAB program is available
from the author of this paper!.

V. MODEL RESULTS

The model results are presented in Figs. 7, 8, and 9. The
passive case partner (A50) for Fig. 7 is in Fig. 10.

The four rows of Fig. 7 show displacement, velocity,
acceleration recast as fluid force, and active force. The left
panels show the time waveforms; the right panels show the
associated spectra. The displacement harmonics are at least
30 dB smaller than the fundamental, which compares favor-
ably with Cooper’s~1998! result. The velocity harmonics are
relatively bigger than the displacement harmonics because
velocity scales with displacement times frequency. For the
same reason, the acceleration harmonics are relatively bigger
than the velocity harmonics. The acceleration in row 3 was
recast as force by showing notz̈ but z̈(moc1mf)
5 z̈• (s/v2) . If moc!mf , as it is expected to be except pos-
sibly right at and above the peak@some cochlear models
argue thatmoc is effectively zero ~Steele, 1987!#, then

FIG. 7. Model results. The first two rows show the displacement and velocity of the OCC. The left panels show the time waveforms, the right panels show
the associated spectra. The dashed line in the third row’s left panel shows the drive force. The thin solid line in the third row’s left panel shows the acceleration
multiplied by m, the mass of both the OCC and fluid. Because the fluid mass is expected to dominate that of the OCC at frequencies below the peak, this is
approximately equal to the acceleration multiplied by the fluid mass alone. Following Eq.~3! and the discussion relating the drive force to fluid pressure above
Eq. ~7!, the fluid force on the OCC5(Psv2Pst)L5(Fdrive2mfa)'(Fdrive2ma). ma2Fdrive is the negative of the fluid force, plotted as the heavy solid line.
The negative of the fluid force is plotted in order to begin to relate the modeling results to the experimental observations: (Psv2Pst)L522LPst , andPst is
measured. The fluid force’s spectrum is plotted in the right panel. The fourth row shows the active force, time waveform on the left, associated spectrum on
the right.
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z̈• (s/v2) is the force that accelerates the effective mass of
the fluid. The drive force is also plotted in this panel, as a
dashed line. From the discussion leading to Eq.~3! and the
discussion on the drive force above Eq.~7!, the fluid force on
the OCC, (Psv2Pst)L, is composed of two parts. One of the
components,2mfz̈'2 z̈• (s/v2) , is in phase with negative
acceleration. The second component is the drive force, which
was introduced to balance resistive forces. Their sum,
2 z̈• (s/v2) 1Fdrive5(Psv2Pst)L5the fluid force on the
OCC, and the symmetry relationship (Psv2Pst)L5
22PstL relates the fluid force to the measured pressure. The
negative of the fluid force is plotted as the bold curve in the
same panel. The right-hand panel shows the corresponding
spectrum. In Fig. 8 the fluid force is divided by 2L, to find
the magnitude ofPst, the fluid pressure in s.t. close to the
OCC, which can be compared with the measured pressure.
The circles show the positions of the spectral peaks in the
Fig. 1 s.t. pressure data. The agreement is quite good, by
design.@As a clarifying note, the fast-wave pressure has not
been taken into account in the model because in the fre-
quency region close to the b.f. the slow-wave pressure at the
b.m. is bigger than the fast wave pressure~Olson, 2001!.
Including the fast wave in the model would increase the size
of the model’s fundamental peak by a few dB, but would not
change the harmonics.#

The fourth row of Fig. 7 shows the active force, the time
waveform on the left and the associated spectrum on the
right. In time it has the shape of a brief impulse that occurs
when the velocity is a maximum. The spectral components
are large, with the second harmonic just a few dB smaller
than the fundamental, and the third and fourth harmonics
only decreasing by a few more dB.

Figure 9 shows the dc, fundamental, and second and
third harmonic components of all the forces represented in
Eq. ~7!. The time courses of the forces were found using the
displacement and velocity solutions shown in Fig. 7. Recall
thatFs, the force due to stiffness,52s•z. Fr , the force due

to resistance,52R• ż. FD, the drive force,5F0 cos(vt).
FA, the active force,5A@( ż2v0)/vw# (ex). Fm is the mass
times acceleration,z̈(moc1mf)5 z̈• (s/v2) . Figure 9 makes
clear something that is probably obvious—for each harmonic
component of the force–balance equation, force balance
must occur. For example, the dc force introduced by the
offset in the active force is balanced by a small offset in the
position of the OCC, which produces a dc component ofFs.

Looking at the fundamental,Fs is twice the size ofFr ;
this was by design.Fm balancesFs, andFA andFD both
contribute to balancingFr . Note thatFA, the active force, is
small compared withFs, the stiffness force. This is also by
design, to be consistent with results of Olson~2001! and
deBoer and Nuttall~2000!.

Moving on to the harmonics, the phase relationship be-
tweenFs, Fm, andFr is the same as for the fundamental—
Fs andFm are 180° out of phase,Fr is 90° between them.
However,Fs and Fm are no longer of equal size. That is
because the fluid mass is such thatFm balancesFs at the
fundamentalfrequency; therefore, at the second harmonic
frequencyFm is four times bigger thanFs. The discrepancy
gets bigger as the harmonics gets higher in frequency. The
active force must provide force balance forFm at the har-
monic frequencies; i.e., the active force bears most of the
responsibility for accelerating the fluid and OCC mass at
harmonic frequencies. Therefore, in contrast to the funda-
mental frequency, where the active force is relatively small,
at the harmonic frequencies the active force is relatively
large, about the same size asFm. With the assumption that
the fluid mass is much larger than the OCC mass,Fm is
approximately equal to the fluid pressure times area. So, the
harmonics in the fluid pressure give a good measure of the
harmonics in the active force/area. This is clear in the right-
hand panels of Fig. 7, in which the harmonics in active force
are nearly the same size as the harmonics in the fluid force
plotted above it. From the lower panel of Fig. 7, the active

FIG. 8. Model results. The fluid force from the third
row of Fig. 7 is divided by 2 times the area of the model
segment to find the pressure in scala tympani at the
OCC. This can be compared with the experimental
measurements of pressure close to the b.m., for ex-
ample from Fig. 1. The circles show the position of the
spectral peaks in the Fig. 1 data, where the fourth har-
monic component includes the adjustment for the filter
attenuation.
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force has a value at the fundamental frequency just over 2
nN, and the second harmonic is just a few dB less; 2 nN
corresponds to 660 pN in each of the three outer hair cells in
the section. This value can be related to the force that a
constrained outer hair cell has deliveredin vitro:
;100 pN/mV, with a dc whole-cell voltage clamp stimulus
~Iwasa and Adachi, 1997!, and ;30 pN/mV at frequencies
up to at least 50 kHz, with a micro-chamber voltage stimulus
~Franket al., 1999!.

Figure 10 shows the displacement, velocity, and fluid
forces when the active force is set to zero. Without the non-
linear force no harmonics are generated. The active force did
not produce much increase in the fundamental response; a

full cochlear model is needed to see its effect~e.g., deBoer
and Nuttall, 2000!.

The shape of the active force in Fig. 7 brings to mind the
image of a child pumping a swing with a swift motion—a
brief pulse occurring as the swing~or OCC! passes through
its resting position.~Except here it looks more like a parent
pushing the swing, as the force occurs at only one point in
the cycle, not both coming and going as a swing-pumper
would usually do.! Some features of the active force’s wave-
form ~e.g., its timing! were produced by model choices that
are not settled~e.g., that the active force is proportional to
velocity! and might need to be revisited. What is generally
illustrated by the model is that to get the series of high-level

FIG. 9. Model results. The dc, funda-
mental, and second and third harmonic
components of all the forces repre-
sented in Eq.~7!.

FIG. 10. Model results. This figure is
like Fig. 7 except that the active force
has been set to zero and therefore no
harmonic distortion is produced.
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harmonics that is observed~second, third, fourth, ...?!, the
active force is likely a brief impulse.@A similar point was
made by Kemp and Brown~1983! in a study of two-tone
emissions.# The impulse-like active force might indicate ma-
terial decoupling~stereocilia from the tectorial membrane?!
cyclically, at high levels of stimulation. Or, it might be in-
trinsic to the cellular mechanism that produces the active
force. In conclusion, the harmonic content of the pressure
response close to the b.m. is a measure of the harmonic con-
tent of the active force and can be used to predict its size and
shape. This knowledge can help guide our understanding of
the cellular and structural mechanics of the active force.

ACKNOWLEDGMENTS

This work was supported by NIH DC03130. Thanks to
the JASA reviewers and to W. Dong and O. de La Rochefou-
cauld for helpful comments on the manuscript and to S.
Khanna for fruitful discussions.

Cooper, N.P., and Rhode, W.S.~1996!. ‘‘Fast traveling waves, slow traveling
waves and their interactions in experimental studies of apical cochlear
mechanics,’’ Aud. Neurosci.2, 207–212.

Cooper, N.P.~1998!. ‘‘Harmonic distortion on the basilar membrane in the
basal turn of the guinea pig cochlea,’’ J. Physiol.~London! 509, 277–288.

deBoer, E.~1993!. ‘‘The sulcus connection. On a mode of participation of
outer hair cells in cochlear mechanics,’’ J. Acoust. Soc. Am.93, 2845–
2859.

deBoer, E., and Nuttall, A.L.~2000!. ‘‘The mechanical waveform of the
basilar membrane. III. Intensity effects,’’ J. Acoust. Soc. Am.107, 1497–
1507.

Frank, G., Hemmert, W., and Gummer, A.W.~1999!. ‘‘Limiting dynamics of
high-frequency electromechanical transduction of outer hair cells,’’ Proc.
Natl. Acad. Sci. U.S.A.96, 4420–4425.

Hu, A., Cuomo, F., and Zuckerwar, A.J.~1992!. ‘‘Theoretical and experi-
mental study of a fiber optic microphone,’’ J. Acoust. Soc. Am.91, 3049–
3056.

Iwasa, K.H., and Adachi, M.~1997!. ‘‘Force generation in the outer hair cell
of the cochlea,’’ Biophys. J.73, 546–555.

Kemp, D.T., and Brown, A.M.~1983!. ‘‘An integrated view of cochlear
mechanical nonlinearities observable from the ear canal,’’ inMechanics of
Hearing, edited by E. deBoer and M.A. Viergever~Martinus Nijhoff,
Delft!, pp. 75–82.

Khanna, S.M., and Hao, L.~1999!. ‘‘Nonlinearity in the apical turn of living
guinea pig cochlea,’’ Hear. Res.135, 89–104.

Kiang, N.Y.S., Liberman, M.C., Sewell, W.F., and Guinan, J.J.~1986!.
‘‘Single unit clues to cochlear mechanisms,’’ Hear. Res.22, 171–182.

Lighthill, J. ~1981!. ‘‘Energy flow in the cochlea,’’ J. Fluid Mech.106,
149–213.

Lighthill, J. ~1983!. ‘‘Advantages from describing cochlear mechanics in
terms of energy flow,’’ inMechanics of Hearing, edited by E. deBoer and
M.A. Viergever ~Martinus Nijhoff, Delft!, pp. 63–71.

Naidu, R.C., and Mountain, D.C.~1998!. ‘‘Measurements of the stiffness
map challenge a basic tenet of cochlear theories,’’ Hear. Res.124, 124–
131.

Neely, S.T., and Kim, D.O.~1986!. ‘‘A model for active elements in co-
chlear biomechanics,’’ J. Acoust. Soc. Am.79, 1472–1480.

Olson, E.S.~1998!. ‘‘Observing middle and inner ear mechanics with novel
intracochlear pressure sensors,’’ J. Acoust. Soc. Am.103, 3445–3463.

Olson, E.S.~1999!. ‘‘Direct measurements of intracochlear pressure waves,’’
Nature~London! 402, 526–529.

Olson, E.S.~2001!. ‘‘Intracochlear pressure measurements related to co-
chlear tuning,’’ J. Acoust. Soc. Am.110, 349–367.

Olson, E.S.~2003!. ‘‘Harmonic distortion in intracochlear pressure: Obser-
vations and interpretation,’’ in:Biophysics of the Cochlea: From Mol-
ecules to Models, edited by A.W. Gummer~World Scientific, Singapore!,
pp. 228–236.

Peterson, L.C., and Bogart, B.P.~1950!. ‘‘A dynamical theory of the co-
chlea,’’ J. Acoust. Soc. Am.22, 369–381.

Plassman, W., Peetz, W., and Schmidt, M.~1987!. ‘‘The cochlea in gerbilline
rodents,’’ Brain Behav. Evol.30, 82–101.

Ren, T.~2002!. ‘‘Longitudinal pattern of basilar membrane vibration in the
sensitive cochlea,’’ Proc. Natl. Acad. Sci. U.S.A.99, 17101–17106.

Rhode, W.S.~1971!. ‘‘Observations of the vibration of the basilar membrane
in squirrel monkeys using the Mossbauer Technique,’’ J. Acoust. Soc. Am.
49, 1218–1231.

Robles, L., and Ruggero, M.A.~2001!. ‘‘Mechanics of the mammalian co-
chlea,’’ Physiol. Rev.81, 1305–1352.

Shera, C.A.~2001!. ‘‘Intensity-invariance of fine time structure in basilar-
membrane click responses: Implications for cochlear mechanics,’’ J.
Acoust. Soc. Am.110, 332–348.

Steele, C.R.~1987!. ‘‘Cochlear mechanics,’’ inHandbook of Bioengineer-
ing, edited by R. Skalak and S. Chien~McGraw-Hill, New York!, pp.
30.1–30.22.

Steele, C.R., and Taber, L.A.~1979!. ‘‘Comparison of WKB calculations
and experimental results for three-dimensional cochlear models,’’ J.
Acoust. Soc. Am.65, 1007–1018.

Steele, C.R., and Lim, K.M.~1999!. ‘‘Cochlear model with 3-dimensional
fluid, inner sulcus and feed-forward mechanism,’’ Audiol. Neuro-Otol.4,
197–203.

1241J. Acoust. Soc. Am., Vol. 115, No. 3, March 2004 Elizabeth S. Olson: Harmonic distortion in intracochlear pressure



Deconvolution of evoked responses obtained
at high stimulus rates

Rafael E. Delgadoa)

Intelligent Hearing Systems Corp., 7356 S.W. 48th Street, Miami, Florida 33155

Ozcan Ozdamar
University of Miami, Department of Biomedical Engineering, PO Box 248294, Coral Gables, Florida 33124

~Received 1 July 2003; accepted for publication 6 November 2003!

Continuous loop averaging deconvolution~CLAD! is a new general mathematical theory and
method developed to deconvolve overlapping auditory evoked responses obtained at high
stimulation rates. Using CLAD, arbitrary stimulus sequences are generated and averaged responses
deconvolved. Until now, only a few special stimulus series such as maximum length sequences
~MLS! and Legendre sequences~LGS! were capable of performing this task. A CLAD computer
algorithm is developed and implemented in an evoked potential averaging system. Computer
simulations are used to verify the theory and methodology. Auditory brainstem responses~ABR! and
middle latency responses~MLR! are acquired from subjects with normal hearing at high stimulation
rates to validate and show the feasibility of the CLAD technique. ©2004 Acoustical Society of
America. @DOI: 10.1121/1.1639327#

PACS numbers: 43.64.Ri, 43.64.Yp@WPS# Pages: 1242–1251

I. INTRODUCTION

Widespread use of evoked potential~EP! methodology
has made the functional testing of many sensory and motor
neural pathways possible in both normal and diseased states.
With rare exceptions, EPs require the use of time-domain
conventional averaging to improve the poor signal-to-noise
ratio ~SNR! encountered in many practical situations. Over
the years, conventional averaging has proven to be a very
reliable acquisition technique for EPs. Its performance is
only diminished when artifacts contaminate the responses
under which longer acquisition periods are required~e.g.,
Ozdamar and Delgado, 1996!. In spite of its advantages, con-
ventional averaging has one severe limitation. If the response
to each stimulus is not complete prior to the presentation of
the next stimulus, overlapping responses are acquired which
may never be separated into their corresponding compo-
nents. As a consequence of this limitation, the rate of stimu-
lation for transient EP recordings is limited by the duration
of the recorded physiological response. In the case of audi-
tory brainstem response~ABR!, which typically lasts 12–15
ms, the maximum stimulation rate that can be used is limited
to between 83.3 and 66.7 Hz. As shown in Fig. 1~A!, a
stimulus train is presented at a specific rate and data are
acquired over a window immediately following the stimulus.
Responses are added to provide the final averaged response.
An interstimulus interval~ISI! is used to delay the presenta-
tion of each stimulus until the next acquisition window. The
ISI can be shortened to increase the stimulation rate, with a
maximum stimulation rate corresponding to an ISI of one
sampling interval.

The SNR improvement property of conventional averag-
ing is primarily dependent on the number of stimuli aver-
aged. Under some poor SNR conditions, such as ABR acqui-

sition, thousands of responses may need to be averaged to
obtain reliable responses. Thus, minutes may be needed for
the acquisition of one response. This limitation has severely
curtailed the applications of EPs for various potential clinical
uses such as audiogram determination, newborn screening,
and interoperative monitoring. Adaptation characteristics of
the auditory pathway also cannot be studied due to short
refractory periods observed in auditory neurons. An impor-
tant clinical application for measuring adaptation effects is in
demyelinating diseases, but this has never been thoroughly
realized due to this rate limitation.

Faster stimulation rates can be used in the acquisition of
steady-state responses~SSRs!. Under these conditions the
responses overlap each other, resulting in a complex wave-
form that is typically analyzed in the frequency domain as
shown in Fig. 1~B!. In a steady-state condition, the charac-
teristics of the overlapping responses depend on the sensitiv-
ity of the responses at the stimulation rate~Picton et al.,
1992, Azzenaet al., 1995!. Although SSRs can be used for
certain applications, such as hearing screening, where the
only requirement is to determine if a response is present or
not, critical information provided by the waveform morphol-
ogy and components are mostly lost due to the overlapping
responses.

In 1982, Eysholdt and Schreiner~1982! introduced a
revolutionary procedure to circumvent the limitations im-
posed by conventional averaging. By using specially de-
signed stimulus sequences called maximum length sequences
~MLS!, they were able to separate the individual response
from overlapping responses. Subsequent investigations
showed the validity and reliability of the MLS method and
the existence of other similar sequences such as the Legendre
sequences~LGS! to accomplish the same goal~Li et al.,
1988; Burkardet al.1990; Pictonet al., 1992!. These studies
also showed that the response generation was likely to be thea!Electronic mail: redelgado@ihsys.com
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same as in conventional averaging. Later studies by other
investigators expanded the application and improved the ac-
quisition methods~Chan et al., 1992; Laskyet al., 1992;
Marsh, 1992; Burkard, 1994; Pictonet al., 1992; Thornton,
1993; Thornton and Slaven, 1993; Weber and Roush, 1995!.

One major limitation of the MLS method has been its
limited choice of sequences. Researchers designate MLS se-
quences by their minimum pulse interval~MPI! rather than
mean rate. For example, an MLS sequence ofL5127 con-
tains 64 pulses. If presented with an MPI of 2 ms, the mean
rate for this sequence would be 251.97 Hz, with a minimum
of 15.748 Hz and a maximum of 503.94 Hz. These se-
quences cover a wide range of rates with a high degree of
jitter ~Burkardet al., 1990!. Since EP adaptation effects dif-
fer widely in different neurosensory systems, the interpreta-
tion of MLS-generated responses could sometimes be diffi-
cult ~Pictonet al., 1992!.

Until recently there have been no pseudorandom se-
quences with low stimulus jitters that would overcome this
limitation. Very recently, however, Jewett and colleagues
presented a novel method to overcome this limitation. They
have devised a frequency-domain method called WAAD
~wrap around average deconvolution! to solve a specially
designed sequence for temporally overlapping responses
~Jewettet al., 2001!. The method, however, is not general-
ized and works only with a few specially designed se-
quences. For a given stimulus sequence, the solution may not
exist due to the instability of the transfer function. The speci-
fied sequences are generated by trial and error after long and
tedious calculations and iterations.

In this study we present a generalized time-domain
method for generating and deconvolving the output of nearly
any given stimulation sequence. The problem is first pre-
sented in terms of a stimulation sequence. From the stimula-
tion sequence, a set of simultaneous linear equations with
many unknowns is automatically formulated using matrix
equations. The number of unknowns corresponds to the num-
ber of data points to be acquired. If the conditions for a
unique solution are presented, the equations are solved and a

deconvolution matrix generated for use during data acquisi-
tion. The proposed technique and algorithms allow research-
ers to easily generate their own unique sequences.

II. THEORY AND METHODS

A. Principles of response acquisition

Transient response~TR! acquisition using conventional
averaging@Fig. 1~A!# is the oldest and the most well-known
method of all, where a stimulus is presented at a constant rate
with little or no time jitter. The response acquisition time is
always less than or equal to the interstimulus interval. The
transient response is assumed to disappear before the next
stimulus appears so no overlap of responses occurs within
the acquisition time. The responses are analyzed mostly in
the time domain using techniques such as latency and ampli-
tude measurements.

Steady-state response~SSR! acquisition@Fig. 1~B!# uses
the same averaging techniques with a constant stimulus rate
and no jitter. The interstimulus interval, however, is shorter
than the natural response time so considerable overlap of
transient responses or other possible resonance effects oc-
curs. The steady-state responses are typically analyzed in the
frequency domain by measuring spectral peaks. Response
acquisition time generally includes at least a few stimuli so
that a meaningful spectral analysis can be done. The steady-
state responses obtained in this way can never be decom-
posed into their original individual components due to the
periodic nature of the stimulus sequence. The mathematical
reasons for this will become apparent in the following sec-
tions.

As described above, the TR method cannot be used for
fast stimulus rates due to overlap of responses, and the SSR
method cannot be used for analyzing the characteristics of
the individual responses due to overlap. The MLS and other
similar methods mentioned above solve the problem of com-
ponent decomposition only for a few special stimulus se-
quences. These special sequences have a wide range of jitter,
which limits the usefulness of the method in different appli-

FIG. 1. Comparison between standard, steady state, and continuous loop averaging. In each graph, the bars represent the stimulus presentation. In standard
averaging~top!, a stimulus is presented and data are acquired over a prespecified window interval. An interstimulus interval~ISI! where no data are acquired
between windows is typically present. The acquired data are analyzed directly in the time domain. In steady-state averaging~center!, a stimulus is presented
at a constant rate and data are acquired over multiple windows. The resulting data consisting of multiple responses are typically analyzed in the frequency
domain to determine the presence of a response. In continuous loop averaging~bottom! a stimulus is presented in a nonperiodic manner in order to allow
deconvolution. After deconvolution, the data are analyzed in the time domain.
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cations. The new method, CLAD~continuous loop averaging
deconvolution! proposed in this study presents the brain with
a nonisochronic sequence of stimuli in a rapid manner such
that the responses overlap each other, resulting in a complex
convoluted response@Fig. 1~C!#. The CLAD algorithm de-
convolves the resulting complex signal to obtain a measure
of the response to each individual stimulus. The primary as-
sumption and requirement is that the individual responses to
each stimuli are independent of each other, and that the mea-
sured complex response is the arithmetic sum of the indi-
vidual overlapping responses. Given these constraints, the
proposed technique can deconvolve the resulting complex
response acquired to provide the actual response to each
stimulus~or triggering event!. Although this assumption has
proven adequate for the implementation of CLAD, the litera-
ture also suggests the existence of high-order interactions
and contributions~Shi and Hecox, 1991! and should be ex-
plored in further studies.

B. Data acquisition

The CLAD method requires data to be acquired using a
continuous acquisition loop buffer. A continuous acquisition
loop is required because components arising from each of the
responses~triggered events! in the sequence would not be
properly represented in the linear equations if the acquisition
contained gaps~i.e., equations would be missing from the set
of linear equations required to obtain a solution!. After a
desired stimulus presentation sequence has been determined
~see Sec. III A for details!, data are continuously acquired
throughout the sequence until the sequence starts again. The
time duration of the acquisition loop determines the total
duration of the deconvolved response.

For simplicity, the following example shown in Fig. 2 is
based on a 10-point data acquisition sequence with a stimu-
lus or triggering signal occurring at the first, fourth, and sev-
enth point of the sequence. The actual technique was imple-
mented using a 256-point sequence for data acquisition. The
algorithm was developed to be implemented using any num-

ber of data acquisition points, the only limitation being
memory and the computational speed of the computer.

Data are acquired in a discrete continuous loop vector,
v@ t#, containing the arithmetic sum of all the individual re-
sponses starting at their respective triggering positions.
Given a discrete arbitrary triggered response signala@ t#, as
shown in Fig. 3, the resulting convoluted response for the
10-point example with stimulus presentations at first, fourth,
and seventh data points is shown in Fig. 4.

In order to obtain the desired standard transient response
a@ t#, the technique developed deconvolves the measured re-
sponsev@ t# using the following matrix manipulation tech-
nique. For this example,v@ t# represents the sum of the indi-
vidual responses to three stimuli~triggering events! as
follows:

v@1#5a1@1#1a4@8#1a7@5# Start of responsea1 with
v@2#5a1@2#1a4@9#1a7@6# overlapping components
v@3#5a1@3#1a4@10#1a7@7# of a4 anda7

v@4#5a1@4#1a4@1#1a7@8# Start of responsea4 with
v@5#5a1@5#1a4@2#1a7@9# overlapping components
v@6#5a1@6#1a4@3#1a7@10# of a1 anda7

v@7#5a1@7#1a4@4#1a7@1# Start of responsea7 with
v@8#5a1@8#1a4@5#1a7@2# overlapping components
v@9#5a1@9#1a4@6#1a7@3# of a1 anda4

v@10#5a1@10#1a4@7#1a7@4#

wherev@ t# is the overall measured response,a1@ t# represents
the response generated by the first stimulus,a4@ t# represents
the response generated by the second stimulus occurring at
time 4, anda7@ t# represents the response generated by the
third stimulus occurring at time 7. It should be noted that
although thea4@ t# response sequence starts at the time cor-
responding tov@4#, the sequence does not end at the last
point of the acquisition buffer, but wraps around such that
the time corresponding tov@1# also corresponds toa4@8#.
The same wrapping effect occurs for thea7@ t# response se-
quence. Hence, each one of the responses completely wraps

FIG. 2. Representation of loop averaging technique. Data are continuously
acquired during presentation of triggering events for the sequence$1 0 0 1 0
0 1 0 0 0% until the cycle is repeated again. The resulting vector@v(t)# is
deconvolved to obtain the individual responses to each triggering event.

FIG. 3. Arbitrary 10-data point signala@ t# generated by triggering event.
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around the acquisition buffer until the next corresponding
stimulus is presented.

Because the individual unit responses are assumed to be
equivalent,a1@ t#5a4@ t#5a7@ t#5a@ t#, the above equations
can be rewritten as follows:

v@1#5a@1#1a@8#1a@5#
v@2#5a@2#1a@9#1a@6#
v@3#5a@3#1a@10#1a@7#
v@4#5a@4#1a@1#1a@8#
v@5#5a@5#1a@2#1a@9#
v@6#5a@6#1a@3#1a@10#
v@7#5a@7#1a@4#1a@1#
v@8#5a@8#1a@5#1a@2#
v@9#5a@9#1a@6#1a@3#
v@10#5a@10#1a@7#1a@4#

These equations can be written in a simple matrix equation
@Eq. ~1!#, wherev@ t# anda@ t# are time vectors representing
the measured convoluted response values and deconvoluted
response values to individual stimuli, respectively.M is a
matrix representing the equation coefficients. The resulting
matrix M contains a sequence of ‘‘1’’s and ‘‘0’’s representing
the presence or absence of any specific term. It is in a mul-
tidiagonal matrix form where the ‘‘1’’s and ‘‘0’’s are mapped
diagonally across the entire matrix. The diagonal mapping is
caused by the time sequence relationship of the variables in
the equations.

v@ t#5Ma@ t#. ~1!

Deconvoluted response to individual stimuli can be obtained
simply by solving fora@ t#. For any given stimulation se-
quence, the software developed generates the matrixM and
attempts to solve Eq.~1! for a@ t#. Solving Eq.~1! for a@ t#
requires inverting theM matrix as follows:

a@ t#5M21v@ t#. ~2!

FIG. 4. Top graph shows the overlapping arbitrary signal depicted in Fig. 2 originating from the stimulus~triggering event! occurring at the specified
presentation sequence 1, 4, and 7 depicted by the shaded boxes in the table. The bottom graph shows the resulting convoluted response acquired in the
acquisition loop bufferv@ t#.
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The resulting inverted matrixM21 for the above example is shown below

Not all stimulation sequences will result in equations that generate unique solutions. The stimulus sequence generation
software determines if the desired sequence is valid by attempting to solve the system of equations.

One very important property of the inverse matrix is that it retains its multidiagonal property. All the coefficients repeat
diagonally across the entire matrix. This allows the developed system to store only the first row of the matrix@M21# r as a row
vector m21@ t# for use during deconvolution resulting in a considerable data storage savings. The actual array@M21# r
5m21@ t# that is stored for this example is shown below

†0.33 0.33 0.33 0.33 0.33 0.33 0.3320.67 20.67 20.67‡ .

C. Deconvolution calculations

The deconvolution process requires the use of@M21# r for a given sequence. The convoluted measured response vector
v(t) is multiplied by the@M21# r matrix. Before the next value of thea@ t# is calculated, the@M21# r vector is time shifted in
order to position the coefficients correctly as follows:

Table I shows the calculations to deconvolvev@ t# for the
previous example shown in Fig. 3 and Fig. 4. The product of
eachv@ t# and the appropriate@M21# r coefficient, after time
shifting, are shown. These products are added across col-
umns to obtain the individuala@ t# values. As shown, the
calculations reproduce the originala@ t# vector that was over-
lapped by the triggering sequence.

III. IMPLEMENTATION AND PROCEDURES

For this study, modules are developed for implementing
the CLAD procedures in a commercial EP system, SmartEP
from Intelligent Hearing Systems Corporation, Miami, FL.
The CLAD procedures are organized in two modules:~a!
CLAD sequence generator and simulator;~b! CLAD acqui-
sition and real-time deconvolution. The function and imple-
mentation of these modules and the procedures for testing
them are described below.

A. CLAD sequence generator and deconvolution
simulator

This module allows the user to generate any desired
stimulation sequence for use in data collection and deconvo-
lution. The user can either enter an average stimulation rate
and the program then generates the appropriate sequence, or
the user can enter individual data point positions where the
stimulation is to occur. The sequence base can be expanded
to any number of points and the sampling rate between ac-
quisition points is totally arbitrary and can be selected to suit
the desired application. The module then determines if the
desired stimulation sequence is valid by attempting to solve
the generated simultaneous equations. An augmented matrix
is generated and the algorithm inverts the matrix by putting
the matrix into a reduced echelon form. The reduction calcu-
lations are carried into the augmented portion of the matrix,
resulting in an inverted matrix.
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If the simultaneous equations are solvable, the software
generates the inverse matrixM21 and saves the stimulation
sequence along with the@M21# r vector for use by the CLAD
acquisition and real-time deconvolution module. Although a
large number of sequences can easily be generated, some
sequences cannot be solved. Isochronous sequences, i.e., se-
quences where the triggering events are equidistant from
each other, have no solution. Even though isochronous se-
quences cannot be generated, sequences having near-
isochronous properties can be achieved by varying the posi-
tion of the final trigger. If a solution is not possible for a
specific sequence~i.e.,M21 cannot be generated!, the system
notifies the user that the selected sequence cannot be solved.
The user can then modify the sequence and try again. Even
in cases when a solution cannot be obtained, a similar one
can readily be achieved by slightly changing the position of
one or more of the triggering points.

In addition, this software module allows the user to
simulate data acquisition and deconvolution using a test EP
response,a@ t#, and provides information as to triggering rate
distributions. The purpose of the simulation is to make sure
that the deconvolution procedure is working properly. A
separate testing routine convolves the test EP by simulating
the onset of the response at each of the stimulation points
and wrapping it around the entire acquisition buffer as would
occur during actual data acquisition. The solution that is gen-
erated by solving the set of linear equations is then applied to
the convolved test EP signal by a separate routine in the
algorithm. The output of the deconvolution routine is then
compared to the original test EP.

B. CLAD real-time data acquisition and deconvolution

The CLAD real-time application can be implemented in
any data acquisition system by implementing a continuous
acquisition loop with event triggering occurring at the speci-
fied time periods. The data can then be deconvolved using
the invertedM matrix as described above. During data ac-
quisition, a menu is used to allow the user to select any
pregenerated stimulation sequence stored in files. When the
stimulation sequence is selected, the corresponding@M21# r
vector is also loaded allowing for real-time deconvolution.

1. Averaging

Depending on the SNR of the application, averaging
may or may not be required. In cases where averaging is
required, the triggering cycle is repeated as needed and data
are added into the acquisition buffer in a time-synchronous
manner. As in standard synchronized time averaging, the
SNR of the acquired signal increases with each acquired
cycle. Nonsynchronous events are averaged out as data are
collected.

2. Split-sweep dual-buffer data acquisition

Data can be collected using one or two acquisition buff-
ers. In the split-sweep dual-buffer acquisition technique, de-
picted in Fig. 5, data are collected using two loop buffers.
Each acquisition cycle is considered a sweep. The even-
numbered sweeps are averaged in the first buffer and the
odd-numbered sweeps are averaged in the second buffer. The
split-sweep technique allows for the following capabilities:
~1! The SNR of the signal being averaged can be estimated
in real time using a cross-correlation technique.~2! Artifact
rejection is accomplished by rejecting sweeps, as in conven-
tional averaging. In this case, however, each sweep repre-
sents an entire acquisition loop composed of multiple stimu-
lus presentations. Since stimulus signals occur within the
acquisition window, care must be taken not to reject sweeps
due to stimulus artifacts alone. This issue was resolved by
implementing an artifact rejection technique with a select-
able time window that can be set to any time interval within
the acquisition loop. It is also very important not to saturate
the input of the A/D converters at any point, since this will
result in the elimination of components required to solve the
simultaneous equations.

C. Experimental procedures

1. Simulations and system testing

Simulations were conducted to ascertain whether the
original signal convolved according to the generated stimu-
lus sequence could be reconstructed. After entering the de-
sired stimulus sequence and determining if a solution was
possible, a convolved response was constructed using a stan-
dard test EP response as described in Sec. II. The simulated

TABLE I. Deconvolution process. First two rows display the convoluted response vectorv@ t# showing the overlapped responses and the reduced inverse
matrix @M21# r as a row vector. Deconvoluted responsea@ t# is computed by the circular correlation formula shown in the third row.

v@ t# 5 30 240 290 20 70 280 210 50 290 210
@M21# r 5 0.33 0.33 0.33 0.33 0.33 0.33 0.33 20.67 20.67 20.67

v@ t#* @M21# r5a@ t# a@ t#
a@1# 5S 10.0 213.33 230.0 6.66 23.33 226.66 23.33 233.33 60.0 6.66 0
a@2# 5S 220.0 213.33 230.0 6.66 23.33 226.66 23.33 16.66 60.0 6.66 20
a@3# 5S 220.0 26.66 230.0 6.66 23.33 226.66 23.33 16.66 230.0 6.66 230
a@4# 5S 220.0 26.66 59.99 6.66 23.33 226.66 23.33 16.66 230.0 23.33 50
a@5# 5S 10.0 26.66 59.99 213.33 23.31 226.66 23.33 16.66 230.0 23.33 60
a@6# 5S 10.0 213.33 59.99 213.33 246.66 226.66 23.33 16.66 230.0 23.33 250
a@7# 5S 10.0 213.33 230.0 213.33 246.66 53.33 23.33 16.66 230.0 23.33 260
a@8# 5S 10.0 213.33 230.0 6.66 246.66 53.33 6.67 16.66 230.0 23.33 230
a@9# 5S 10.0 213.33 230.0 6.66 23.33 53.33 6.67 233.33 230.0 23.33 210
a@10# 5S 10.0 213.33 230.0 6.66 23.33 226.66 6.67 233.33 60.0 23.33 0
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convolved response for each sequence was then deconvolved
using the CLAD procedure and compared to the original
signal.

System testing was also conducted by using a loop-back
cable from the stimulus sound output of the EP device to the
amplifier input. The recorded signals, consisting of the
stimulus sequence, were deconvolved. Proper deconvolution
would yield only one stimulus at time zero.

2. Human ABR and MLR recordings using CLAD

Auditory brainstem response~ABR! and middle latency
response~MLR! recordings at 60-dB nHL were acquired
from four ears using CLAD at six stimulation rates ranging
from 58.6 to 507.8 Hz. Similar recordings were obtained at
two lower rates~11.1 and 19.1 per second! using conven-
tional averaging methods for comparison~Ozdamar and
Kraus, 1983!. Scalp recordings were obtained using standard
procedures~gain 100 000,1forehead,2ipsi mastoid, ground
contra mastoid! using monaural rarefaction clicks. Bandpass
filter settings were 100–1500 Hz for ABR and 10–1500 Hz
for joint ABR–MLR recordings. The continuous loop buffer
contained 2048 data points collected at a 25-ms sampling
time. This sampling time provided a recording period of 51.2
ms. A total of 512 sweeps was averaged for each recording.
Each sweep consisted of an entire stimulus sequence. Re-
sponse deconvolution was calculated in real time as the data
were acquired. Both convolved and deconvolved recordings
were stored for analysis.

IV. RESULTS

A. Simulations and system testing

Different simulation experiments were conducted using
different individual response functions. The results of a
simulation using an arbitrary EP as a transient response are
depicted in Fig. 6. In this simulation a typical newborn ABR
@shown in panel~A!# was used as the transient response. The
convolution process is depicted in the bottom panel, and the
resulting convoluted response is shown in panel~B!. The
deconvolution process by CLAD produced the response in
panel~C!, which is identical to the response in panel~A!. All

FIG. 5. Representation of CLAD system modules. The CLAD sequence generator outputs a data file containing the triggering sequence and deconvolution
inverse matrix solution. The data file is used by the real-time acquisition and deconvolution module to generate the trigger signals and to read and deconvolve
incoming data.

FIG. 6. Example of simulation conducted for testing of CLAD algorithm. If
a mathematical solution was found for a given stimulation sequence, a test
EP signal~A! was convolved by simulating the overlapping responses oc-
curring at each stimulation point~B!. In this example, a 64-point EP with
stimuli occurring at the 1st, 9th, 20th, 35th, and 46th data points was used.
The deconvolution matrix was then applied to the convoluted signal to
verify that the original signal could be reconstructed~C!.
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the simulation experiments produced the same results. In all
cases where a solution was obtained to a given sequence, the
deconvolution algorithm was able to reconstruct the original
signal.

The loop-back testing of the various stimulation se-
quences yielded the results shown in Fig. 7. As expected, the
deconvolution of the recorded stimulus sequences yielded
one stimulus pulse at the origin for each sequence. These
results showed that the algorithms and their implementations
in the recording system were working properly and that ac-
tual data recording could proceed.

B. ABR and MLR acquisition

ABR–MLR recordings obtained produced identifiable
wave V andPa components at all six rates. Examples of two
conventional ABR–MLR recordings and three nondecon-
volved and deconvolved ABR–MLR recordings obtained us-
ing 60-dB nHL clicks at different rates are shown in Fig. 8.
All recordings were obtained with wide bandpass~10–1500
Hz! filters for simultaneous acquisition of ABR and MLR
~Ozdamar and Kraus, 1983!. Conventional recordings ob-
tained at 11.1 and 19.1 Hz show the typical ABR complex
within the first 10 ms and thePa component of the MLR in
the 30-ms range, as expected. For higher rates, averaging
produced overlapping and sometimes undecipherable trac-
ings shown on the left-hand side. Only at somewhat lower
stimulation rates~58.6 and 97.7 Hz! could the ABR wave-
form be discerned without the MLR. Deconvolution using
the CLAD procedure produced the readily identifiable ABR–
MLR recordings seen in the right column. These recordings
compare favorably with the conventional recordings.

ABR recordings obtained with 100–1500-Hz filter set-
tings produced readily identifiable wave V component in all
rates. Examples of convolved and deconvolved recordings
using 60-dB nHL clicks at six different rates are shown in
Fig. 9. As can be observed, waves I, III, and V are readily
discernible in both convolved and deconvolved recordings
obtained at rates of less than 100 s. For higher rates, ABR
components start overlapping with each other, producing
complex tracings. Deconvolved responses obtained with
CLAD clearly show the observed wave V component even at

507.8/s. As expected, at high rates wave V starts diminishing
in amplitude and increasing in latency. Earlier components I
and III are less discernible at such rates.

V. DISCUSSION

In this study, a theory and methodology are developed to
deconvolve evoked responses obtained at high acquisition
rates with overlapping responses. The device developed is
intended for the acquisition of any signal requiring the pre-
sentation of an excitatory triggering event followed by time-
synchronized averaging data acquisition. The device uses a
newly developed technique, continuous loop averaging de-
convolution~CLAD! that allows the presentation of excita-
tory triggering events at very high speeds using almost any
presentation sequence. An example application is auditory
evoked potentials~AEPs!, where a short-duration sound
stimulus signal is presented to the ear and the elicited elec-
trical impulses that travel from the cochlea to the brain are
recorded using surface electrodes placed on the scalp. Be-
cause of the low signal-to-noise ratio~SNR! of these electri-
cal responses compared to the overall electroencephalo-
graphic ~EEG! activity, many stimulus presentations are
averaged to increase the SNR. Previously developed devices
present the excitatory signals at specific and constant inter-
vals with interstimulus intervals~ISI! large enough to allow
the system response to decay before the next excitatory sig-
nal is presented. For example, the early portion of AEPs,
called auditory brainstem responses~ABR!, corresponds to
the first 10 ms after stimulation. During ABR acquisition, the
sound stimulus signal is presented at rates ranging from 1 to
100 Hz. In the standard acquisition technique, stimulation
rates faster than 100 Hz would result in a truncation and
distortion of the desired ABR response due to overlapping.
The CLAD technique overcomes this limitation by using a
real-time deconvolution algorithm that allows the stimulus
signals to be presented in a rapid manner before the response
decays, thereby providing information as to the response
characteristics at very high stimulation rates not possible
with conventional techniques.

It is also important to remember that CLAD assumes
that the responses terminate or are substantially diminished

FIG. 7. System testing using a loop-
back cable, shown on the left side, to
record the stimulus output for each se-
quence. The results of the deconvolu-
tion process for each sequence are
shown on the right side. After decon-
volution, the stimulus sequence col-
lapses to the origin showing that the
process is working properly. Some de-
convolved recordings show small os-
cillations due to amplifier noise and
saturation.
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within the continuous loop averaging buffer time period. Re-
sidual response components that continue to wrap around the
acquisition buffer will not be represented by the current
CLAD technique and will also be averaged into the decon-
volved responses as in conventional averaging. CLAD, how-
ever, does allow for the acquisition time base to be increased
in order to expand the time duration of the loop buffer, be it
at a lower sampling rate. This provides the potential to ex-
amine components that might wrap around the smaller loop
acquisition buffers.

The issue of SNR improvement, as a function of stimu-
lus presentation count, needs to be studied further. In stan-
dard averaging, SNR increases as function of presentations
that are averaged. In CLAD, however, the fact that stimuli
are being presented at a fast rate does not translate to a re-
duced acquisition time, especially with low SNR signals
such as ABRs. The results indicate that the SNR improve-
ment is primarily a function of the total number of loops
averaged. During averaging in CLAD, the entire loop can be
thought of as a single event. Activity that is not synchronized
to the loop is averaged out. This is consistent with the man-

ner in which averaging eliminates random noise. The amount
of noise cancellation attributed to the deconvolution process
depends on the spectral composition of the residual noise and
the interaction of the individual data points during the decon-
volution process. Each CLAD sequence results in a unique
SNR transfer function that may enhance or decrease signal
quality at specific frequency components. A complete analy-
sis of the developed CLAD sequences will be the focus of
further study.

VI. SUMMARY AND CONCLUSIONS

The ABR and MLR examples shown in this paper dem-
onstrate CLAD can be successfully implemented in a real-
time data acquisition system. The recordings obtained were
comparable to those obtained at the lower stimulation rates
demonstrating that the deconvolution technique was working
properly. As expected, the ABR and MLR recordings showed
the typical increase in peak latency as a function of increas-
ing stimulation rate. All major ABR and MLR peaks were

FIG. 8. MLR recordings: Implementation of real-time CLAD data acquisition and deconvolution for auditory evoked potentials in the SmartEP system
~Intelligent Hearing Systems Corp.!. The recordings were acquired using CLAD stimulation sequences with mean stimulation rates of 58.6, 97.7, and 293.0
Hz with the instantaneous stimulation rate varying from 55.6 to 64.9, 87.7 to 102.0, and 192.0 to 454.6 Hz, respectively. The top left side of the graph shows
recordings acquired using a standard averaging technique at rates of 11.1 and 19.1 Hz. Below and to the right are the original nondeconvolved recordings.
Below and to the left are the deconvolved recordings using the CLAD stimulation sequences. The latencies and amplitudes of the primary peaks for each mean
stimulation rate are as follows: 11.1 Hz: I: 2.5 ms 0.21mV, III: 4.7 ms 0.26mV, V: 6.3 ms 0.46mV, Na: 17.6 ms, Pa: 28.6 ms 0.63mV, Nb: 38.1 ms; 19.1
Hz: I: 2.7 ms 0.24mV, III: 4.90 ms 0.25mV, V: 6.3 ms 0.54mV, Na: 18.4 ms, Pa: 29.1 ms 0.66mV, Nb: 38 ms; 58.6 Hz: I: 3.0 ms 0.14mV, III: 5.2 ms 0.22
mV, V: 7.0 ms 0.54mV, Na: 19.2 ms Pa: 28.8 ms 0.72mV, Nb: 38.0 ms; 97.7 Hz, III: 5.20 ms 0.06mV, V: 7.2 ms 0.43mV, Na: 19.6 ms, Pa: 30.3 ms 0.21
mV, Nb: 37.0 ms; and 293.0 Hz. III: 6.0 ms 0.17mV, V: 8.20 ms 0.18mV, Na: 19.2 ms, Pa: 26.8 ms 0.69mV, Nb: 35.3 ms:.
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clearly detectable. The variability in thePa MLR component
can be attributed to changes in subject arousal state.

The CLAD technique provides the user with the flexibil-
ity to design almost any stimulation sequence desired. Due to
the large selection of possible stimulation sequences, CLAD
provides a great tool for studying adaptation effects at very
high stimulation rates. Unlike previously developed se-
quences, CLAD also provides the ability to generate near-
isochronous sequences that provide results that can be better
compared to previous studies using standard averaging meth-
ods. This ability will enable researchers to expand their work
and look at responses to stimuli not possible before.

Although the CLAD technique does not reduce testing
time, it provides a very important tool in the analysis of
system responses to fast stimulation rates. The applications
go beyond the auditory evoked response examples supplied
in this paper. CLAD provides a general nonsynchronous ex-
citation and deconvolution technique that can be applied to
any technique requiring excitation and time averaging of ac-
quired signals such as magnetic resonance imaging~MRI!,
nuclear magnetic resonance~NMR! for chemical analysis,
acoustical systems, sonar, radar, electrical systems, mechani-
cal systems, and hydraulic systems.
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FIG. 9. ABR recordings: Implementation of real-time CLAD data acquisition and deconvolution for auditory evoked potentials in the SmartEP system.
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Three experiments tested listeners’ ability to identify 70 diverse environmental sounds using limited
spectral information. Experiment 1 employed low- and high-pass filtered sounds with filter cutoffs
ranging from 300 to 8000 Hz. Listeners were quite good~.50% correct! at identifying the sounds
even when severely filtered; for the high-pass filters, performance was never below 70%.
Experiment 2 used octave-wide bandpass filtered sounds with center frequencies from 212 to 6788
Hz and found that performance with the higher bandpass filters was from 70%–80% correct,
whereas with the lower filters listeners achieved 30%–50% correct. To examine the contribution of
temporal factors, in experiment 3 vocoder methods were used to create event-modulated noises
~EMN! which had extremely limited spectral information. About half of the 70 EMN were
identifiable on the basis of the temporal patterning. Multiple regression analysis suggested that some
acoustic features listeners may use to identify EMN include envelope shape, periodicity, and the
consistency of temporal changes across frequency channels. Identification performance with high-
and low-pass filtered environmental sounds varied in a manner similar to that of speech sounds,
except that there seemed to be somewhat more information in the higher frequencies for the
environmental sounds used in this experiment. ©2004 Acoustical Society of America.
@DOI: 10.1121/1.1635840#

PACS numbers: 43.66.Lj, 43.66.Mk, 43.66.Ba@NFV# Pages: 1252–1265

I. INTRODUCTION

The study of the perception of environmental sounds has
lagged behind that of the three classes of stimuli that have
been the subject of the great majority of auditory research:
speech, music, and laboratory-generated test sounds. Never-
theless, research has shown that humans have a remarkable
ability to easily and quickly identify a large range of natu-
rally occurring sounds~Lasset al., 1982; Ballas, 1993! rep-
resenting a wide range of objects and interactions in the
world ~Gaver, 1993a!. Because of the variety of sources, the
range of spectral and temporal variation among nonspeech
environmental sounds greatly exceeds that of speech~see
Attias and Scheiner, 1997!, for which the source, either ac-
tual or simulated~in the case of synthesized speech!, is the
human vocal tract.

Their tremendous variety makes it difficult to arrive at
generalizations that apply to the entire class of environmen-
tal sounds. Several studies have instead focused on the per-
ception of particular classes of sounds~e.g., bouncing and
breaking bottles, Warren and Verbrugge, 1984; hands clap-
ping, Repp, 1987; mallets striking metal pans, Freed, 1990;
footsteps, Liet al., 1991!. Many of these investigations have
examined the associations between the acoustic properties
and the identifiability of specific sounds. Some have looked
at how specific physical features of objects are specified by
acoustics, such as the amount of liquid in a cylinder~Cabe
et al., 2000! and the dimensions and shapes of objects
~Carelloet al., 1998; Kunkler-Peck and Turvey, 2000; Laka-

tos et al., 1997!. Others have focused on subjective~or cog-
nitive! judgments of sound qualities or properties in an at-
tempt to relate these judgments to acoustic properties of the
sounds~Halpernet al., 1986; Ballas and Howard, 1987; Bal-
las, 1993, Gaver, 1993b!.

Many identification studies have examined recognition
accuracy of a moderately sized corpus~20–40 sounds! in
quiet at suprathreshold levels~Lasset al., 1982; Vanderveer,
1979!, often with an emphasis on the effect of cognitive
factors on listeners’ performance~Ballas, 1993!. Gaver
~1993a! developed a preliminary taxonomy of environmental
sounds, based on dimensions of the type of interacting ma-
terial ~gas, liquid, solid! and the type of interaction~e.g.,
collision, explosion, splash!. These varied approaches have
demonstrated the ready identifiability of a diverse body of
environmental sounds, and provided some evidence of the
acoustic properties listeners use to identify specific sounds,
such as damping of the envelope for bouncing and breaking
bottles~Warren and Verbrugge, 1984! and centroid~spectrum
mean! for footsteps~Li et al. 1991!. In contrast, Lutfi and
colleagues~Lutfi and Oh, 1997; Lutfi, 2001! have shown that
under certain conditions, listeners do not attend to the appro-
priate acoustic features, giving undue weight to frequency at
the expense of other, more informative features.

In the present series of experiments, an approach used in
early studies of the perception of speech is applied to a cata-
log of environmental sounds. Research by telephone scien-
tists and engineers devoted a considerable effort to determin-
ing the importance of various frequency regions for the
identification of speech. One method was to measure the
identifiability of low-, high-, and bandpass filtered speech,
which eventually led to the development of the Articulation

a!Current affiliation: East Bay Institute for Research and Education, Mar-
tinez, CA. Electronic mail: bgygi@ebire.org
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Index ~AI ! ~French and Steinberg, 1947!. The primary goal
was to determine the overall bandwidth required to commu-
nicate human conversations, and the frequency content of
individual speech sounds was not of concern.

In the first two experiments described below, the identi-
fiability of 70 environmental sounds was measured under
conditions of low-, high-, and bandpass filtering. Although
the methodology is similar to those of early speech studies,
the primary goal was not to determine the overall bandwidth
needed to recognize the majority of environmental sounds,
because, as with vowels and consonants, it is clear that many
environmental sounds occupy small portions of the audible
range. Instead, the purpose was to identify the spectral re-

gions that include the most useful identifying information for
a wide range of environmental sounds by measuring changes
in identification performance under different filtering condi-
tions. Listeners will not necessarily attend to the same fre-
quency band under all listening conditions~depending on
context!, and the attended-to spectral regions may be nar-
rower, wider, or may vary over time. However, the results
provide an indication of where the most useful information is
located, as well as a measure of listeners’ abilities to utilize
information in different spectral regions~including regions
that may provide little identifying information!. This infor-
mation may aid in the assessment of listening strategies ob-
served in other contexts.

TABLE I. List of sounds used in the environmental sound identification study.

Sound Code Dur~ms! Sound Code Dur~ms!

Airplane flying AIR 3426 Harp being strummed HAR 2839

Baby crying BAB 3119 Helicopter flying HCP 3100

Basketball bouncing BBA 3184 Horse neighing HRN 1464

Beer can opening BER 431 Horse running HRR 2046

Bells chiming BLS 3100 Ice dropping into glass ICE 738

Billiard balls colliding BIL 1684 Laughing LAF 1836

Bird calling BRD 1283 Match being lit MAT 1366

Bowling BOW 3062 Paper being crumpled PAP 1697

Bubbling BUB 2212 Phone ringing PHN 3100

Buzzer sounding BZZ 2523 Ping-pong ball bouncing PNG 3945

Camera shutter clicking CAM 1398 Printing paper PRN 3154

Car accelerating CRA 3209 Projector running PRJ 2909

Car starting CRS 3551 Rain RAI 3362

Cars crashing CRC 3110 Rocking chair RCK 3234

Cars honking CRH 3367 Rooster crowing ROO 2004

Cash register closing REG 2841 Scissors cutting paper SCI 2807

Cat meowing CAT 1054 Screen door closing SCR 3292

Chimp calling CHP 2315 Sheep baaing SHP 1365

Chopping wood AXE 2624 Shoveling SHV 1585

Clapping CLP 1035 Siren blaring SIR 1534

Clock ticking CLK 2882 Sneezing SNZ 844

Coughing COF 1043 Splash SPL 2338

Cow mooing COW 1290 Stapling STA 822

Cymbals being hit CYM 1204 Tennis ball being hit TEN 2761

Dog barking DOG 1007 Thunder rolling THU 2895

Door opening and closing DOR 1802 Toilet flushing TOI 2494

Drumming DRM 2747 Train moving TRN 3333

Electric guitar~strum! GTR 2087 Tree falling TRE 3424

Electric saw cutting ESW 2600 Typing on keyboard TYK 1033

Flute playing FLU 2566 Typing on typewriter TYT 2755

Footsteps FST 2700 Water pouring POU 3302

Gargling GRG 2523 Waves crashing WAV 2876

Glass breaking GLS 1018 Whistle blowing WHI 2047

Gun shot GUN 902 Windshield wipers WWP 3023

Hammering a nail HAM 1833 Zipper ZIP 1733
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Many environmental sounds are really a collection of
repeated brief sounds, such as a ping-pong ball bouncing,
chopping wood, or a clock ticking. These sounds usually
have fairly broad spectra, being akin to noise bursts, and it is
likely their temporal patterning that allows identification.
Consequently, they may be recognizable even with extremely
limited spectral information. This hypothesis was tested by
creating what are termed here event-modulated noises
~EMNs!. An EMN is a broadband noise whose temporal en-
velope is modulated by the envelope of a particular environ-
mental sound; the resulting sound preserves the temporal
structure of the environmental sound, but has a uniform
spectrum. This is similar to the noise-band vocoder tech-
niques used to create vocoder speech~e.g., Shannonet al.,
1995!. Together, the two types of stimulus manipulations~fil-
tering and EMN! demonstrate the spectral and temporal in-
formation listeners use to identify familiar environmental
sounds.

II. THE CATALOG OF ENVIRONMENTAL SOUNDS

The 70 environmental sounds used in the experiments
reported here are listed in Table I. They were taken from
high-quality sound effects CDs~Hollywood Leading Edge
and Sound FX The General! sampled at 44.1 kHz. The
sounds were selected on the basis of familiarity, pairwise
discriminability, and ready identifiability in the quiet based
on pilot studies. An effort was made to select a fairly repre-
sentative sampling of the classes of meaningful sounds en-
countered in everyday listening: nonverbal human sounds,
animal vocalizations, machine sounds, the sounds of various
weather conditions, and sounds generated by human activi-
ties. The sounds were equated for overall rms, with a correc-
tion for pauses of greater than 50 ms~the pause-corrected
rms for these sounds is discussed in Appendix A! and stored
as binary files. While no formal study of the recognition of
the stimuli in their unfiltered forms was conducted, all but a
few of the 70 unfiltered sounds were correctly identified on
the first trial in the training phase of experiment 1. All were
identified with greater than 95% accuracy by the fourth pre-
sentation. This, as well as performance in the widest filter
condition reported below, demonstrates that all sounds are
easily identified in their unfiltered form. The mean duration
of the sounds was 2.3 s, with the shortest sound being beer
can opening~431 ms! and the longest being ping-pong ball
bouncing~3945 ms!.

III. EXPERIMENT 1. IDENTIFICATION WITH LOW- AND
HIGH-PASS FILTERING

A. Methods

1. Stimuli

The set of 70 environmental sounds was filtered with
third-order Chebyshev type I filters, with slopes of 48 dB/
octave and a level of260 dB in the stopbands. The high-
pass filter cutoffs (f c , measured at the 3-dB down point!
were 300, 600, 1200, 2400, 4800, and 8000 Hz. Low-passf c

were 300, 600, 1200, 2400, and 4800 Hz. The 8000-Hz high-
pass filter was added after pilot testing, which indicated anf c

higher than 4800 Hz would be necessary to properly estimate

the full range of performance. The filter coefficients were
generated byMATLAB ’s signal-processing module~sptool!.

2. Listeners

The listeners were four females between the ages of 18–
30, all with normal hearing as measured by pure-tone audio-
grams~thresholds,15 dB HL!. All were undergraduates at
Indiana University, and were paid for their participation.

3. Procedure

The listeners were seated in listening booths, facing
VT100 terminals and keyboards. The stimuli were played
over Sennheiser HD 250 Linear headphones. The head-
phones’ frequency response~measured using pure tones and
an acoustic coupler! varied by no more than 3 dB from 10–
25 000 Hz.1 The stimuli were generated from the stored raw
files by TDT 16-bit D/A converters and amplified by a
Crown headphone amplifier. The presentation level was set
so that the unfiltered, equated stimuli were presented at 80
dB SPL at the headphones.

It should be noted that there was no attempt to equate
the rms of the filtered stimuli. A result was that in some
cases, usually with the highest or lowest bandpass filter, an
extremely small amount of energy was output by the filter.
While this meant that a few stimuli were barely audible, this
approach was preferred to equating levels of the filtered
sounds, because of the greater ecological validity in preserv-
ing the relative levels of all frequency components across the
filter conditions.

The listeners were given a sheet listing the sounds to be
presented and three-letter codes with which to respond
~shown in Table I!. The labels for the sounds were intended
to give a sense of the source objects and the events involved.
The response codes were selected to be as distinctive as pos-
sible; with a few exceptions, codes differed by two or three
letters ~one exception was TYT and TYK for typing on a
typewriter and typing on a keyboard, respectively!.

Listeners were instructed to identify the sound they
heard by typing the appropriate code on the keyboard. The
list of codes was always within view in front of each subject.
If the listener did not respond within 7 s, a prompt would
flash on the screen, encouraging them to respond. If the lis-
tener responded with a code that was not valid, they were
prompted to reenter the code. Throughout the training stages
of all experiments reported here, right–wrong feedback was
provided, but not in the testing stages.

The experiment proceeded in four sequential phases.

~a! Pretraining: Listeners were told that their ability to
identify various common environmental sounds was
going to be tested, and that they were to respond using
three-letter codes. Each listener was then encouraged to
look over the sheet containing the list of sounds to be
used and the associated codes with which to respond to
each. Then, five practice trials were given in which
listeners were played an unfiltered sound and asked to
identify it. These practice sounds were alternative ex-
amples of ones that were used in later testing~e.g., a
different cat sound!.
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~b! Familiarization: The set of 70 unfiltered sounds was
next presented in the order that it appeared on the re-
sponse sheet, and the listeners identified each. The lis-
teners were told that in this phase they should attempt
to learn the sounds and the associated codes.

~c! Training: The unfiltered sounds were presented in ran-
dom order. The complete list was presented a sufficient
number of times for listeners to reach.95% accuracy
with relatively short latencies for entering the three-
letter codes. This required four iterations of the whole
list, about 1.5 h of testing time. Although no systematic
effort was made to distinguish between sounds which
were recognized perfectly and those for which an error
or two was made, on the fourth iteration of the list only
nine sounds were recognized with less than 100% ac-
curacy, and those all had only one error among the four
subjects. Listeners were given a 1-min break after ev-
ery block of 35 trials, which averaged about 8 min to
complete, and a 5-min break after every four blocks.

~d! Testing:The listeners were told that they were going to
be tested with filtered sounds, and they then heard ex-
amples of high- and low-pass filtering of a sound that
was not used in the later tests. The filtered stimuli were
then presented in random order, and the listeners iden-
tified them using the three-letter codes. Over 9 days of
testing, the complete list of 770 stimuli~70 sounds311
filter types! was presented five times. Breaks were
given as in the training phases.

B. Result and analysis

Figure 1 shows the probability of correct responses for
each listener across allf c for both the high- and low-pass
conditions. For both high- and low-pass filter conditions per-
formance was nearly perfect~95%–100% correct! in the
least severe filter conditions, but recognition gradually de-
clined as more information was filtered out. However, per-
formance at the most extreme filter cutoffs was still fairly
good, especially in the high-cutoff conditions, where perfor-
mance never dropped below 70% correct. This is consistent

with some results from the voice identification literature,
such as Compton~1963! in which identifiability was not af-
fected by high-pass filtering but was substantially impaired
by low-pass filtering. The proportion correct for all sounds is
listed in Appendix B, along with the mean and s.d. for each
filter condition. In general, the s.d. of the sounds is inversely
related to the filter width. However, in the widest filter con-
ditions the low variance is due to a ceiling effect, as listeners
achieved near-perfect recognition scores in these conditions.

One measure speech scientists have used to characterize
the importance of various frequency regions for speech per-
ception is the crossover point, a single frequency that divides
the speech spectrum into equally intelligible halves. Various
values have been found for the crossover point, from 1900
Hz for nonsense syllables~French and Steinberg, 1947! to
1189 Hz for continuous discourse~Studebakeret al. 1987!.
In general, according to Bellet al. ~1992!, the crossover
point tends to decrease as the redundancy of the speech ma-
terial increases. When defined as the isoperformance point
the crossover frequency for low- and high-pass environmen-
tal sounds is about 1300 Hz~noted in Fig. 1!, which is in the
lower end of the range for speech sounds. However, since the
high-pass function has more area below it~due to the much
shallower slope than the low-pass function! the frequency
dividing the spectrum into equally intelligible halves would
likely be somewhat higher than 1300 Hz.

Despite the overall tendency for high-pass filtered
sounds to be better recognized than lowpass, there was con-
siderable variation in the identifiability of individual sounds
in both conditions. Figures 2 and 3 show the range of iden-
tification performance for a group of specific sounds in the
low- and high-pass conditions. The selected sounds were ei-
ther easily identifiable, not identifiable at all, or showed a
graded loss in identifiability as more and more high or low
frequencies were eliminated. As might be expected, under
high-pass filtering, sounds such as thunder and waves are
more difficult to identify, while most of the other sounds are
easily recognized. The differences in identifiability are not
due to audibility; both thunder and waves are audible even at
the most severe high-passf c . Overall, for both filter condi-

FIG. 1. Performance by four listeners~designated L1–L4! under low- and
high-pass filtering conditions. The approximate crossover frequency is the
isointelligibility point for the low- and high-pass functions~see the text!.

FIG. 2. Identifiability of selected sounds under high-pass filtering.
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tions ~low- and high-pass!, the correlation between the rms
output by the filter andp(c) was close to zero. Under low-
pass filtering there are sounds such as glass breaking for
which the essential information is almost totally removed by
moderate filtering. And, in both conditions there are sounds
that retain their identifiability as long as any portion of their
spectrum is audible.

However, high- and low-pass filtering only indicate gen-
eral regions that are necessary for identification. It is also
possible that specific frequency bands within their overall
spectrum are particularly informative for certain sounds. The
second experiment, therefore, examined the identification of
bandpass filtered environmental sounds.

IV. EXPERIMENT 2. IDENTIFICATION WITH
BANDPASS FILTERING

A. Methods

1. Stimuli

The sounds used were those in experiment 1. They were
filtered with third-order Chebyshev type I filters, with slopes
of 48 dB/octave and a level of260 dB in the stopbands. Six
different passbands (f c measured at the 3-dB down point!
were used, listed in Table II. The procedure for creating the
stimuli was the same as in experiment 1.

2. Listeners

Six women and two men were recruited who had not
participated in experiment 1. The criteria for age range and
hearing thresholds were the same as in experiment 1. With
one exception, they were all undergraduates at Indiana Uni-
versity.

3. Procedure

The procedure was the same as in experiment 1.

B. Result and analysis

Figure 4 shows the mean probability of correct re-
sponses to all of the sounds for each listener in each filter
condition. The eight subjects all performed quite similarly,
although there are noticeable and consistent individual dif-
ferences: the best listener’s scores were 10%–20% better
than those of the worst listener at every filter setting. The
most difficult filter settings were the two lowest, BP1 and
BP2 ~31% and 51% correct, respectively!, whereas mean
performance in the four highest bandpass settings was be-
tween 70%–80%. Scheffe´’s post hoctest showed that perfor-
mance differed significantly under each filter setting (p
,0.05) from every other filter setting, except for BP4 vs
BP5, and BP3 vs BP6. If the overall function were symmetri-
cal, a level of performance comparable to BP1, based on the
log axis shown in Fig. 4, would be achieved with a high-
bandpass filter spanning the frequency region 19.2–38.4
kHz. Since this is above the range of human hearing, it is
clear that the function is not symmetrical. An empirical ques-
tion for a later date is whether the decline in performance at
filter settings higher than 9600 Hz is gradual or shows a
sharp drop-off.

Not all of the 70 sounds, however, followed the group
pattern. Some sounds were much better recognized on the
basis of the lower frequencies~e.g., bubbles!, some were
recognized well only at one specific filter setting~bowling!
and several were identified perfectly across almost the whole
range of bandpass filter settings. Across filters there were

FIG. 3. Identifiability of selected sounds under low-pass filtering.

TABLE II. Bandpass filter specifications.

f c Low ~Hz! f c High ~Hz! Log midpoint ~Hz!

BP1 150 300 212.13

BP2 300 600 424.26

BP3 600 1200 848.53

BP4 1200 2400 1697.06

BP5 2400 4800 3394.11

BP6 4800 9600 6788.23

FIG. 4. Listener performance by bandpass filter type.
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quite large differences in identifiability between sounds: in
general, the between-sound performance was only signifi-
cantly correlated in contiguous filters~e.g., BP3 and BP4!.

The preceding experiments focused on the informative
value of different spectral regions for identifying environ-
mental sounds. However, it may be that in many cases the
temporal information is more important than the spectral pat-
terning for identifying these sounds. Certainly, there are sev-
eral sounds with strong characteristic periodicity~drums,
gallop, helicopter!, and others with distinctive, nonperiodic
temporal structure~baby crying, laugh, bowling!. It may be
that such sounds could be identified by the energy in any
spectral region as long as the temporal information is pre-
served. In the next experiment the importance of the tempo-
ral patterning was tested with environmental sounds that had
most of the fine-grained frequency information removed.

V. EXPERIMENT 3. IDENTIFICATION OF
EVENT-MODULATED NOISES

There has been a good deal of research using speech that
has had most of the temporal information removed using
vocoder methods~see, e.g., Dudley, 1940, 1958; Carrat,
1984; Eremenko and Ermakov, 1985!. One of the most strik-
ing findings is that a relatively small number of channels
~sometimes as few as three or four! is needed for almost
perfect speech recognition, if the envelopes of each channel
are low-pass filtered at a cutoff frequency of at least 50 Hz
~Shannonet al., 1995!. This implies that temporal cues are
sufficient to identify speech with a very coarse grain of spec-
tral information. Given the results in the previous section,
which suggested that the same might be true of environmen-

tal sounds, it was decided to test this with a methodology
similar to Shannon’s, using environmental sounds processed
with vocoder techniques.

There are many ways of implementing vocoder prin-
ciples; one recently used by Shannonet al. ~e.g., 1995, 1998!
is a simplification of the original design. Called a noise-band
vocoder, it uses multiple noise-band carriers to represent the
speech envelope signals from broad spectral bands without
implementing the voicing detector and pitch estimator em-
ployed by Dudley. Figure 5 is a schematic showing how this
was used with the envelope of an environmental sound to
create an example of what will be termed here event-
modulated noise~EMN!. In the simplest case, there was only
one broadband filter applied to the original sound, so there is
little or no spectral information remaining. This is referred to
as a single-channel EMN, and as Fig. 5 shows, the temporal
envelope of the original waveform~bubbles! is preserved,
while the spectrum is almost flat.

Frequency information can be reintroduced by partition-
ing the signal with several bandpass filters, and then using
the envelope obtained from each filter to modulate a noise,
the bandwidth of which is that of the corresponding filter.
The several noises are summed and the resulting spectrum is
closer to that of the original sound, although it is perceptibly
‘‘noisy.’’

The primary goal of the following experiments was to
determine the identifiability of the set of environmental
sounds used in the previous studies when all or nearly all of
the spectral information was removed, leaving only temporal
information. Three experiments were conducted using EMN.
Experiments 3a and 3b used single-channel EMN. However,
because the various studies by Shannon and others have

FIG. 5. Single-channel event-modulated noise~EMN! created using the bubbles sound and broadband noise.
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shown remarkably accurate identification of speech when
only modest spectral information was reintroduced, it was of
interest to learn whether environmental sounds showed a
similar pattern. In a third study, 3c, listeners were tested on
the identification of six-channel EMN.

A. Methods

1. Stimuli

The same 70 environmental sounds were used as in the
previous experiments. Single-channel event-modulated
noises were created by

~a! Extracting the envelope by half-wave rectifying the
waveform and passing through a four-pole Butterworth
LP ( f c520 Hz) filter; and

~b! Multiplying the envelope by a broadband noise of the
same bandwidth~0–22.5 kHz!.

Six-channel event-modulated noises were created by

~a! Extracting the envelope of all six bandpass filtered ver-
sions of each sound used in the previous experiment,
by the method described above;

~b! Multiplying each envelope by a bandpass noise of the
same bandwidth; and

~c! Adding the resulting six waveforms back together.

All manipulations were carried out inMATLAB . The
EMN were then equated for rms minus silences of more than
50 ms, as was done previously for the original sounds.

2. Listeners

Three different studies were carried out, each using dif-
ferent sets of eight listeners with the same age and hearing
threshold criteria as experiments 1 and 2. Listeners were 18
women and six men, all undergraduates at Indiana Univer-
sity. One group had participated in experiment 2. All were
paid for their participation.

3. Procedure

The setting, apparatus, and presentation level were the
same as in experiments 1 and 2. Three EMN identification
studies using different listeners were conducted.

Experiment 3a. Single-channel EMN identified by expe-
rienced listeners. The listeners were those who took part in
the bandpass filter studies. This study was run immediately
after the bandpass filter trials, so the listeners were extremely
familiar with the original sounds. They were told that in this
study, the sounds would be altered in a manner similar to that
of some electronic musical instruments, and were played two
examples of EMN with a sound that was not used in the
subsequent testing. The 70 EMN were then presented as in
experiment 2. In one 1-1/2-h session, the complete list of 70
stimuli was presented five times.

Experiment 3b. Single-channel EMN identified by naive
listeners. A new set of eight listeners was recruited, consist-
ing of four males and four females. None of them had taken
part in any of the previous studies. Two of the listeners, both
males, dropped out after the first day of testing, so their data

were not included in any of the subsequent analysis. The
listeners were given instructions and pretraining as in the
first phase of the bandpass filter experiment. The 70 EMN
were then presented as in experiment 3a. This experiment
took place over two 1-1/2-h sessions on subsequent days. On
the first day, the listeners did not have a familiarization
phase, so they had no knowledge of the original sounds be-
fore they identified the EMN. At the start of the second day,
before further testing, they heard the original unprocessed 70
sounds and had to respond as in the familiarization phase of
experiment 2. Then, they were tested again as on the first
day. On the first day, the set of 70 EMN was presented four
times; on the second day, five times.

Experiment 3c. Six-channel EMN identified by naive lis-
teners. The participants were eight new listeners, three men
and five women, none of whom had taken part in any of the
previous studies. The stimuli were six-channel EMN rather
than single-channel EMN. The procedure was the same as in
experiment 3b. On the first day, the set of 70 EMN was
presented four times; on the second day, five times. Famil-
iarization with the original set of unprocessed sounds took
place on the start of the second day only.

B. Results

Table III shows thep(c) for each group of listeners in
experiment 3a, b, and c on each day. There was a substantial
improvement for both groups of naive listeners on day 2
after they heard the original waveforms, even though they
heard each one only once. Because the day 1 single-channel
EMN performance for the naive group was so poor, all fur-
ther discussion of the EMN results will refer to the day 2
findings for both groups of naive listeners. It should be
noted, however, that 15 sounds, among them helicopter, gal-
lop, and ping-pong, were identified with better than 50%
accuracy even on day 1 by naive listeners, who at that point
had no experience with the original sounds.

There was a strong effect of experience with the sounds.
Experienced listeners, who were trained to criterion on the
original unprocessed sounds, identified the single-channel
EMN significantly better than the naive listeners who had
only heard the original sounds once, on day 2,t(12)56.74,
p,0.000 02. The sounds with a strong temporal patterning
~scissors, axe, footsteps! tended to show the greatest im-
provement in identifiability due to learning of the sounds.

Comparing the results from the single-channel and six-
channel EMN conditions, there was significant improvement
as spectral information was added,t(12)512.61, p
,0.000 001. The identification of harmonic sounds, such as
bubble, bird, and dog, showed the greatest improvement be-
tween the two conditions. There were some sounds that were
not affected by experience or by the amount of spectral in-

TABLE III. P(c) by day for each listener group in the EMN experiments.

Experienced~3a!
single-channel

Naive ~3b!
single-channel

Naive ~3c!
six-channel

Day 1 0.46 0.13 0.36

Day 2 0.23 0.66
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formation: helicopter and gallop were among the most easily
recognized sounds in each condition~helicopter was identi-
fied correctly at least 90% of the time!, whereas electric saw
and flute were never identified more than 18% of the time by
any of the groups. A listing of the five most identifiable and
five least identifiable sounds for each group is in Table IV.

Overall, the EMN identification studies showed that, as
with speech, in the absence of frequency information tempo-
ral information is sufficient to identify many environmental
sounds~35 out of 70! with at least 50% accuracy~chance
being 1.4% correct!. The sounds that tend to be best identi-
fied under these conditions are those with more salient tem-
poral patterning. There was also a strong effect of experience
with the sounds, presumably because listeners with the more
extensive training from experiment 2 became more attuned
to the temporal features important for identification.

VI. ACOUSTIC FACTORS IN EMN IDENTIFICATION

A. Factors considered

In an attempt to quantify temporal structure, several
measurements of the original waveforms~preprocessing!
were made. These variables reflected different spectral-
temporal aspects of the sounds including statistics of the en-
velope, autocorrelation statistics, and moments of the long-
term spectrum. The measures and a brief description are
below.

1. Envelope measures: Long-term rms Õpause-
corrected rms, number of peaks, number of bursts,
burst duration Õtotal duration

The first measure roughly corresponds to the amount of
silence in a waveform. Peaks are quick transients, bursts are
more sustained rises in amplitude, consisting of a 4-dB gain

sustained for at least 20 ms@based on an algorithm devel-
oped by Ballas~1993!#. Burst duration/total duration yields a
measure of the ‘‘roughness’’ of the envelope.

2. Autocorrelation statistics: Number of peaks,
maximum, mean, s.d.

The autocorrelation matrix reveals periodicities in the
waveform, and the statistics measure different features of
these periodicities, such as the intensity and consistency of
the periodicities.

3. Correlogram-based pitch measures (from Slaney,
1995): Mean pitch, median pitch, s.d. pitch,
max pitch, mean pitch salience, max pitch salience

The correlogram measures the pitch and pitch salience
by autocorrelating in sliding 16 ms time windows, and so is
a combined spectral and temporal variable.

4. Moments of the spectrum: Mean (centroid), s.d.,
skew, kurtosis

These were included to see if some spectral characteris-
tics were preserved when the spectral information was dras-
tically reduced.

5. Spectral shift in time measures: Centroid mean,
centroid s.d., mean centroid velocity, s.d.
centroid velocity, max centroid velocity

The centroid mean and s.d. are based on consecutive
50-ms time windows throughout the waveform. The spectral
centroid velocity was calculated by measuring the spectral
centroid in sliding 50-ms rectangular time windows. As with
the correlogram, the spectral shift in time is a spectral-

TABLE IV. Most and least identifiable sounds for all groups of listeners, along with theirp(c) in each
condition. The italicized sounds were recognized either nearly perfectly or not at all across the three groups. The
boldfaced sound was not identified at all in the Single Channel EMN conditions, and nearly perfectly in the
Six-Channel condition.

Most identifiable sounds

Single-channel EMN
experienced listeners

Single-channel EMN
naive listeners

Six-channel EMN
naive listeners

FOOTSTEPS 1.00 HELICOPTER 0.93 BABY CRY 0.98

GALLOP 1.00 RAIN 0.69 BIRD 0.98

HELICOPTER 1.00 CLOCK 0.64 CLOCK 0.98

MATCH 1.00 GALLOP 0.63 PING PONG 0.98

PING PONG 1.00 PING PONG 0.63 GALLOP 0.94

Least identifiable

Single-channel EMN
experienced listeners

Single-channel EMN
naive listeners

Six-channel EMN
naive listeners

BIRD 0.00 BIRD 0.00 FLUTE 0.16

FLUTE 0.00 CAR ACCEL. 0.00 CARS HONK 0.18

CRASH 0.00 CRASH 0.00 ELECTRIC SAW 0.18

ELECTRIC SAW 0.00 ELECTRIC SAW 0.00 PHONE 0.18

GUITAR 0.00 GUITAR 0.00 BUZZER 0.20
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temporal feature which may be represented as temporal dis-
continuities in an EMN, since in the real world changes in
the spectrum of a sound are usually accompanied by tempo-
ral discontinuities.

6. Cross-channel correlation

This measures the consistency of the envelope across
channels.

B. Modeling results

Each of these measures was correlated with the EMN
identification results for each group~for the single-channel
and six-channel conditions with naive listeners, only the day
2 data were used!. The magnitude of the correlation may
suggest the degree to which each measure captures a tempo-
ral feature that listeners use to identify sounds in the absence
of spectral information, or alternatively, the perceptual
‘‘weight’’ given to that measure. Multiple regression analysis
of the experienced listeners’ results using forward stepwise
regression retained seven variables which were largely inde-
pendent: the highest correlation between any two of the vari-
ables wasr 50.39. The partial correlations of all retained
variables~ordered by decreasing magnitude! are shown in
Table V. The variable with the largestr, spectrum s.d., sug-
gests that sounds that have broader spectra are better recog-
nized as EMN than sounds with narrower spectra. As men-
tioned, several of the rhythmic sounds, such as scissors and
gallop, have long-term spectra similar to a broadband noise,
and so they are not changed appreciably as EMN. Alterna-
tively, the spectrum s.d. may reflect a spectral attribute of the
original sound that is correctly inferred from the EMN by
listeners familiar with the original sounds. The next three
variables more directly represent temporal aspects of the
waveform such as the amount of silence, the ‘‘roughness’’ of
the envelope, the periodicity, and the presence of amplitude
bursts. Together, the seven variables accounted for 63% of
the variance in the identification thresholds.

Multiple regressions on the naive listeners’ single-
channel EMN results accounted for less variance~39%!, al-
though there was a problem of restricted range since the
naive listeners’ performance was overall not very good. The
solution yielded five independent variables, all of which had
been included in the solution for experienced listeners~see
Table VI!.

The multiple regression solutions for the six-channel
EMN data with naive listeners retained nine independent
variables and accounted for half of the variance. Table VII
shows the partial correlations for the variables with the six-
channel EMN. The starred variables in Table VII were the
same as for the experienced listeners single-channel EMN.

Three variables which occurred in all three solutions
were the number of autocorrelation peaks, the ratio of burst
duration to total duration, and cross-channel correlation.
These are all temporal features, reflecting periodicity,
amount of silence, and coherence of envelope across chan-
nels. There are two notable differences between the solutions
for the single- and six-channel EMN for the naive listeners.
All the statistics of the autocorrelation peak~number, maxi-
mum, mean, and s.d.! were significant predictors of the iden-
tification of six-channel EMN, but not single-channel EMN.
In addition, the spectrum mean~also called the centroid! was
a significant predictor only in the six-channel condition, re-
flecting the presence of more spectral information in six-
channel EMN.

In general, the amount of variance accounted for and the
relatively few outliers~points outside the 95%-confidence
limits of the regression line! in the various multiple regres-
sion solutions suggest that in each case these variables likely
represent acoustic features to which listeners pay some atten-
tion. The different variables retained in each solution point to
the different features listeners were attending to in each con-
dition. Most of the variables used are fairly low order, so it is
possible there are higher-order variables incorporating the
lower-order ones that would do a better job of capturing the
temporal structure of these sounds.

VII. DISCUSSION AND CONCLUSIONS

These studies illustrate that some methods borrowed
from speech research can contribute to our understanding of
the recognition of environmental sounds. Although determin-
ing importance functions and something akin to an Articula-

TABLE V. Single channel EMN, experienced listeners’ partialr.

Spectrum s.d. 0.485

Burst duration/total duration 0.445

Cross-channel correlation 0.367

Maximum spectral centroid velocity 0.319

# of autocorrelation peaks 0.298

Pause-corrected rms/total rms 20.196

Spectral centroid velocity s.d. 20.155

Multiple regression solution,R50.79,R250.63

TABLE VI. Single channel EMN, naive listeners’ partialr.

# of autocorrelation peaks 0.360

Cross-channel correlation 0.359

Burst duration/total duration 0.340

Spectrum s.d. 0.139

Pause-corrected rms/total rms 20.019

Multiple regression solution,R50.62,R250.39

TABLE VII. Six-channel EMN, naive listeners’ partialr.

# of autocorrelation peaks 0.381*

Maximum autocorrelation peak 0.319

Burst duration/total duration 0.303*

s.d. autocorrelation peak 20.293

Cross-channel correlation 20.230*

Spectrum mean 20.230

Mean salience 20.171

Mean spectral centroid velocity 0.170

Mean autocorrelation peak 0.170

Multiple regression solution,R50.70,R250.5
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tion Index for all environmental sounds is probably not fea-
sible, given the diversity of environmental sounds, the
findings do suggest some frequency regions that are, on av-
erage, more informative than others for identification. The
most important frequencies are in the 1200–2400-Hz region,
comparable to those found for speech. Like speech, a wide
variety of environmental sounds can be either severely high-
or low-pass filtered and still be identifiable. Even at the most
extreme low- and high-pass filter settings, 300 and 8000 Hz,
the percent of correct identification was never less than 50%.
For speech, by comparison, the important frequency bands
for calculating the AI span a more restricted range, from 300
to 6400 Hz.

The crossover point for environmental sounds, 1300 Hz
~see Fig. 1!, is approximately the same as that for continuous
discourse. As mentioned earlier, several studies have found
that the crossover frequency for speech materials is thought
to decrease as the redundancy of the speech materials in-
creases~Studebakeret al., 1987; Bellet al., 1992!. This may
be because the redundancy increases the intelligibility of the
high-frequency end of the speech signal, by reducing the
effective size of the possible catalog of speech sounds which
may be present. The high-frequency region of the speech
spectrum has less energy than the low-frequency end, and
typically would yield lowerp(c) under low redundancy lis-
tening.

The crossover point might indicate that environmental
sounds, too, have a high redundancy. However, for speech
materials redundancy is generally defined as linguistic con-
text, in which the possibilities for a given speech sound~pho-
neme, morpheme, word! are highly constrained by the pre-
ceding or subsequent speech sounds. It is not clear what
units, if any, within a sound might act as phonemes or words
with sequential dependencies that a listener can detect. Al-
though meaningful sequences of environmental sounds
surely exist, Ballas and Mullins~1991! have shown that the
‘‘grammar’’ for such sequences is much less constraining
than it is for speech, especially in experiments such as those
described here. This is also likely to be the case in the
present experiments, in which single environmental sounds
selected at random are presented outside of any relevant con-
text. It is certainly possible that the experimental setting
could lead to underestimation of the identifiability of sounds
that would be much more recognizable in an appropriate
setting.

A concern with the closed-set format~even though it
was 70 AFC! is that it could lead to overestimation of the
identifiability of some sounds, due to response biases for
certain sounds. Although there may have been some response
biases, they were greatly reduced by the training on the un-
processed forms of the 70 sounds. One consequence of con-
tinuing that training until the listeners could respond accu-
rately with short latencies was that they certainly came to
have far more homogeneous expectations for all the sounds
than they did before the training. In fact, an analysis of the
confusion matrices for each of the experiments showed no
large or consistent response biases for any particular sounds.

The greater recognizability of high-pass filtered environ-
mental sounds as compared to speech may be due to the

presence of relatively more high-frequency information in
the environmental sounds. Figure 6 plots the summed spectra
of the environmental sounds used in these studies versus the
summed long-term spectra of multiple talkers, equated for
overall level. The slope for the environmental sounds is
lower than that for speech, suggesting that there is relatively
more high-frequency energy, at least for the set of sounds
used in this study. Clearly, a wide variety of spectra is pos-
sible with environmental sounds, because of the greater va-
riety of objects and events that produce these sounds. Almost
all speech is created by the movement of air through cavities
of various sizes. With very rare exceptions, impacts of solid
bodies are not involved. However, of the 70 environmental
sounds used in these studies, 25 of them were created at least
in part by the impact of two solid bodies. Since brief im-
pacts, by definition, create broadband transients~the brevity
being proportional to the rigidity of the bodies involved!, it
would be expected that environmental sounds would have a
flatter spectrum~thus more high-frequency energy! than
speech.

The ability to recognize many environmental sounds is
robust despite removal of fine-grained spectral information.
When listeners’ decisions were based on temporal informa-
tion and limited spectral information, half of the environ-
mental sounds in this sample set were still recognized at
better than 50% correct by experienced listeners. It may be
that somewhat more spectral information is necessary for
near-perfect identification of a wide range of environmental
sounds than for near-perfect identification of speech; Shan-
non et al. ~1995! showed that speech was recognized nearly
perfectly with four channels, whereas identification of envi-
ronmental sounds was approximately 66% with six channels.
A listener who was extremely familiar with the sounds~the
first author! had 90% or better recognition on only two-thirds
of the six-channel EMN, and some EMN, like phone, electric
saw, and harp, were almost unidentifiable. Like speech, en-
vironmental sounds have a multiplicity of acoustic cues
available to listeners, due to their complex spectral-temporal
composition. For both classes of sounds this redundancy en-
ables identification with a degraded signal.

FIG. 6. Long-term spectra of 70 summed environmental sounds and 6
summed talkers, equated for overall level.
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The speech studies which motivated this paper, such as
vocoder studies and the development of the AI, have greatly
assisted the development of voice communication devices.
Recently there has been quite a bit of work involving com-
puter use of natural sounds, such as ‘‘auralization,’’ auditory
warning devices, and work with virtual environments. The
results reported here may be useful to investigators and ap-
plications developers in these areas.

As these filtered-sound and EMN studies have shown,
the differences between individual sounds make it difficult to
draw generalizations about all environmental sounds. The
spectral-temporal variation in environmental sounds is im-
mense, from steady-state inharmonic sounds~buzzers! to
rapidly varying harmonic sounds~birds singing!. Even
within types of sounds there can be a great deal of variation,
depending on the particular token used. So, they may in fact
not all be listened to in the same way. Lewicki~2002! sug-
gested a separation between ‘‘animal vocalizations’’ and
‘‘other environmental sounds’’ in terms of coding by the au-
ditory system, and Gaver’s~1993a! taxonomy may relate to
listening strategies, as well as to source distinctions.

A more productive approach to understanding the per-
ception of environmental sounds may be to consider sub-
classes of those sounds. Some possible bases for such clas-
sification are

Acoustic features, such as the harmonic/inharmonic con-
tinuum; the frequency region which allows the best identifi-
ability; or, perhaps the salience of temporal structure.

The sources and events which produced the sound, as
proposed by Gaver~1993a!. Thus acoustic commonalities

might be specified that differentiate between ‘‘impact,’’
‘‘water-based,’’ ‘‘air-based,’’ and ‘‘simple,’’ ‘‘hybrid,’’ and
‘‘complex’’ environmental sounds.

Higher-order semantic features, such as causal ambigu-
ity, ecological frequency, or importance to the listener. Ex-
amples: ‘‘alerting sounds,’’ ‘‘rewarding sounds,’’ ‘‘ignorable
sounds.’’

Future research with environmental sounds will almost
certainly reveal a combination of bottom-up and top-down
processing, as has been observed with many other categories
of familiar stimuli. As in the case of speech, the listeners’
knowledge of likely sequences of sounds will greatly aid
both detection and recognition. While there may be no for-
mal grammar constraining the sequences of such sounds, na-
ture clearly imposes a great many limitations on the spectral-
temporal structure of environmental sounds and the
probabilities of various sequences of environmental sounds.
These constraints operate on many different levels, from the
moment-to-moment details of a single event~such as a door
closing! to constraints on the types of acoustic events that are
likely to occur in a given context. The extent to which lis-
teners are sensitive to these different constraints remains to
be determined.
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TABLE VIII. RMS when omitting pauses of different lengths, shown below for 16 of the sounds used in these
studies.

Sound

Pause length

Full sound15 ms 25 ms 35 ms 50 ms 65 ms 100 ms

Door opening 2176.21 2158.5 2129.79 2090.01 2090.01 2030.68 1637.1

Baby 1490.27 1483.97 1483.97 1483.97 1483.97 1483.97 1446.77

Horse gallop 2769.68 2769.68 2769.68 2769.68 2769.68 2769.68 2705.82

Drums 4448.92 4448.92 4448.92 4448.92 4448.92 4448.92 4368.8

Electric saw 2354.36 2354.36 2354.36 2354.36 2354.36 2354.36 2318.66

Clock 2883.74 2883.74 2818.6 2818.6 2818.6 2818.6 1344.05

Helicopter 3153.31 3153.31 3153.31 3153.31 3153.31 3153.31 3092.27

Cough 2223.79 2223.79 2223.79 2223.79 2223.79 2223.79 2115.63

Cow 1513.16 1513.16 1513.16 1513.16 1513.16 1513.16 1453.13

Cymbal 2698.41 2698.41 2698.41 2698.41 2698.41 2698.41 2617.35

Bird 2508.29 2508.29 2508.29 2508.29 2508.29 2508.29 2496.75

Bubbles 2600.22 2600.22 2600.22 2600.22 2600.22 2600.22 2543.52

Dog 2412.54 2340.24 2340.24 2286.93 2286.93 2286.93 2287.63

Car starting 1656.27 1656.27 1656.27 1656.27 1656.27 1656.27 1638.92

Rooster 4161.07 4161.07 4161.07 4161.07 4161.07 4161.07 4057.9

Water pouring 765.64 765.64 765.64 765.64 765.64 765.64 797.68

Mean rms 2643.66 2637.64 2633.88 2630.16 2628.85 2621.48 2481.25
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APPENDIX B: PROPORTION CORRECT FOR ALL SOUNDS IN EXPERIMENT 1 BY FILTER TYPE

Sound

High-pass filter cutoff~Hz! Low-pass filter cutoff~Hz!

300 600 1200 2400 4800 8000 300 600 1200 2400 4800

AIRPLANE 0.50 0.76 0.71 0.73 0.65 0.78 0.87 0.95 0.91 0.94 1.00
AXE 1.00 0.86 0.93 0.73 0.41 0.56 0.47 0.76 0.77 0.73 0.80
B-BALL 0.83 0.73 0.71 0.73 0.58 0.78 1.00 0.89 0.89 1.00 0.93
BABY 1.00 1.00 1.00 1.00 1.00 1.00 0.95 1.00 1.00 1.00 1.00
BEER 1.00 1.00 1.00 1.00 0.96 1.00 0.12 0.87 1.00 1.00 1.00
BELLS 1.00 1.00 1.00 1.00 1.00 1.00 0.86 1.00 1.00 1.00 1.00
BILLIARDS 1.00 0.96 0.92 1.00 0.73 0.11 0.53 0.87 1.00 1.00 1.00
BIRD 1.00 1.00 1.00 1.00 1.00 1.00 0.00 0.00 0.73 1.00 1.00
BOWLING 1.00 0.82 0.77 0.09 0.18 0.44 0.47 0.81 0.94 0.94 1.00
BUBBLES 0.94 0.95 0.67 0.48 0.38 0.22 1.00 1.00 1.00 0.94 1.00
BUZZER 0.75 1.00 1.00 1.00 0.94 1.00 0.31 0.73 1.00 0.90 1.00
CAMERA 1.00 1.00 1.00 0.94 1.00 0.86 0.00 0.71 0.93 1.00 1.00
CAR START 1.00 0.95 1.00 0.90 0.95 1.00 0.82 0.75 1.00 1.00 0.91
CAT 1.00 0.91 1.00 1.00 1.00 0.78 0.00 0.78 1.00 1.00 1.00
CHIMP 1.00 1.00 1.00 1.00 1.00 1.00 0.00 1.00 1.00 1.00 0.95
CLAPS 1.00 1.00 0.67 0.60 0.42 0.29 0.13 0.35 0.92 1.00 1.00
CLOCK 1.00 1.00 1.00 1.00 1.00 1.00 0.69 0.76 0.93 1.00 1.00
COPTER 1.00 1.00 0.91 0.93 0.74 0.89 0.80 0.95 0.85 1.00 1.00
COUGH 1.00 1.00 0.83 0.95 0.85 1.00 0.80 1.00 1.00 1.00 1.00
COW 1.00 1.00 1.00 1.00 0.82 0.29 1.00 1.00 1.00 1.00 1.00
CRASH 1.00 0.94 0.73 0.81 0.80 0.57 0.47 0.71 0.87 1.00 0.91
CYMBAL 1.00 1.00 1.00 1.00 1.00 1.00 0.94 0.88 0.95 0.86 1.00
DOG 1.00 1.00 1.00 0.80 0.65 0.67 0.36 0.80 1.00 1.00 1.00
DOOR 1.00 0.73 0.60 0.71 0.59 1.00 0.40 0.92 0.89 1.00 1.00
DRUMS 0.88 0.92 0.93 1.00 1.00 0.89 1.00 1.00 0.95 0.96 1.00
FLUTE 1.00 1.00 1.00 1.00 1.00 0.71 1.00 1.00 1.00 1.00 1.00
FOOTSTEP 1.00 1.00 1.00 1.00 0.82 0.86 1.00 1.00 1.00 1.00 1.00
GALLOP 1.00 1.00 1.00 1.00 1.00 1.00 0.94 1.00 1.00 1.00 1.00
GARGLE 1.00 1.00 1.00 0.88 0.43 0.44 0.82 1.00 0.95 1.00 0.93
GLASS 1.00 1.00 1.00 1.00 1.00 1.00 0.00 0.00 0.00 0.71 1.00
GUITAR 1.00 1.00 1.00 0.95 1.00 0.29 1.00 1.00 1.00 1.00 1.00
GUN 1.00 1.00 1.00 0.77 0.47 0.33 0.67 0.88 1.00 1.00 1.00
HAMMER 1.00 0.93 0.79 0.64 0.69 0.67 0.62 0.87 1.00 0.95 1.00
HARP 1.00 1.00 1.00 1.00 1.00 0.57 1.00 1.00 1.00 1.00 1.00
ICE DROP 1.00 1.00 1.00 1.00 1.00 0.56 0.13 0.85 1.00 1.00 1.00
KEYBOARD 1.00 1.00 0.74 0.64 0.54 0.29 0.07 0.82 0.80 0.95 0.83
LAUGH 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
MATCH 1.00 1.00 1.00 0.94 1.00 0.89 0.40 0.65 0.73 0.94 1.00
NEIGH 1.00 1.00 1.00 1.00 0.93 1.00 0.96 0.88 1.00 1.00 1.00
PAPER 0.92 1.00 0.90 0.93 0.81 0.71 0.05 0.05 0.47 0.80 0.94
PEELOUT 1.00 0.91 0.76 0.80 0.05 0.14 0.82 0.94 1.00 1.00 1.00
PHONE 1.00 1.00 1.00 1.00 1.00 1.00 0.00 0.67 1.00 1.00 0.95
PINGPONG 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.94 0.80 1.00
POUR 1.00 1.00 1.00 1.00 0.95 1.00 0.80 0.87 0.93 1.00 1.00
PRINTER 1.00 0.95 1.00 1.00 1.00 0.89 0.93 0.91 1.00 1.00 1.00
PROJECTOR 0.94 1.00 0.93 1.00 1.00 1.00 0.64 0.77 1.00 1.00 1.00
RAIN 1.00 1.00 1.00 1.00 0.95 0.86 0.09 0.18 0.69 0.91 1.00
REGISTER 1.00 1.00 1.00 1.00 1.00 1.00 0.82 0.86 1.00 1.00 1.00
ROCKING 1.00 1.00 1.00 1.00 1.00 1.00 0.64 0.68 1.00 1.00 1.00
ROOSTER 1.00 1.00 1.00 1.00 0.96 1.00 0.67 0.95 1.00 1.00 1.00
SAW 0.92 1.00 0.93 1.00 1.00 0.57 0.00 0.87 0.93 0.94 0.80
SCISSOR 1.00 1.00 1.00 1.00 1.00 0.86 0.47 0.73 0.92 0.93 1.00
SCREEN 1.00 0.94 1.00 1.00 0.88 1.00 0.08 0.79 1.00 0.96 0.93
SHEEP 0.92 1.00 0.94 0.80 0.64 0.57 0.05 0.73 0.76 0.89 1.00
SHOVEL 1.00 0.94 0.93 0.93 0.79 1.00 0.88 0.91 1.00 1.00 1.00
SIREN 1.00 1.00 1.00 1.00 0.94 1.00 0.95 1.00 1.00 1.00 1.00
SNEEZE 1.00 1.00 1.00 0.80 0.56 0.67 0.84 0.93 1.00 0.96 1.00
SPLASH 1.00 1.00 0.68 0.75 0.41 0.43 0.15 0.53 0.76 1.00 1.00
STAPLER 1.00 1.00 0.93 1.00 0.94 1.00 0.88 0.82 0.92 1.00 1.00
TENNIS 1.00 1.00 1.00 0.95 0.79 0.86 0.24 0.74 1.00 1.00 1.00
THUNDER 0.50 0.35 0.18 0.23 0.29 0.00 0.93 1.00 0.73 0.91 1.00
TOILET 1.00 1.00 1.00 0.88 0.76 0.43 0.86 1.00 1.00 1.00 1.00
TRAFFIC 1.00 1.00 1.00 1.00 0.93 1.00 0.94 1.00 1.00 1.00 1.00
TRAIN 1.00 1.00 0.86 1.00 0.64 0.89 0.00 0.64 0.82 1.00 1.00
TREE FALL 1.00 1.00 1.00 1.00 0.67 0.44 0.26 0.73 0.95 1.00 1.00
TYPEWRITER 1.00 1.00 0.87 0.89 0.89 1.00 0.35 0.69 0.91 0.95 0.95
WAVES 0.75 0.73 0.55 0.18 0.27 0.14 0.20 0.53 0.67 0.82 0.74
WHISTLE 1.00 1.00 1.00 1.00 1.00 1.00 0.00 0.00 1.00 1.00 1.00
WIPERS 1.00 1.00 0.93 1.00 0.89 0.78 1.00 1.00 1.00 1.00 1.00
ZIPPER 1.00 1.00 1.00 1.00 1.00 1.00 0.53 0.53 1.00 1.00 1.00

Mean 0.97 0.96 0.92 0.89 0.81 0.76 0.57 0.79 0.92 0.97 0.98
s.d. 0.10 0.10 0.15 0.20 0.24 0.29 0.37 0.25 0.15 0.06 0.05
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APPENDIX C: PROPORTION CORRECT FOR ALL SOUNDS IN EXPERIMENT 2 BY FILTER TYPE

SOUND

Bandpass cutoffs~Hz!

150–300 300–600 600–1200 1200–2400 2400–4800 4800–9600

AIRPLANE 1.00 0.89 0.85 0.73 0.60 0.72
AXE 0.42 0.63 0.60 0.48 0.55 0.63
BABY 0.33 1.00 1.00 1.00 1.00 1.00
B-BALL 0.72 0.75 0.81 0.63 0.56 0.53
BEER 0.15 0.33 0.75 0.44 0.60 0.63
BELLS 0.06 0.95 1.00 1.00 1.00 0.93
BILLIARDS 0.00 0.10 0.47 0.85 0.98 0.55
BIRD 0.00 0.03 0.14 0.97 1.00 0.95
BOWLING 0.08 0.50 0.78 0.23 0.10 0.00
BUBBLES 0.93 1.00 0.98 0.93 0.53 0.18
BUZZER 0.03 0.19 0.98 0.90 0.88 0.78
CAMERA 0.00 0.48 1.00 1.00 1.00 0.93
CAR START 0.10 0.72 0.78 0.98 0.98 0.98
CAT 0.03 0.70 0.83 1.00 1.00 1.00
CHIMP 0.00 0.38 1.00 1.00 0.98 1.00
CLAPS 0.45 0.50 0.58 0.31 0.58 0.58
CLOCK 0.45 0.93 0.98 1.00 1.00 1.00
COPTER 0.43 0.83 0.95 0.90 0.90 0.80
COUGH 0.10 0.78 0.93 0.98 0.83 0.58
COW 0.48 1.00 0.98 0.95 0.93 0.88
CRASH 0.08 0.05 0.03 0.05 0.20 0.25
CYMBAL 0.23 0.68 0.80 0.98 0.92 1.00
DOG 0.00 0.98 0.98 0.98 0.75 0.43
DOOR 0.50 0.23 0.33 0.40 0.38 0.35
DRUMS 0.91 0.83 0.85 0.93 1.00 0.90
FLUTE 0.58 0.97 1.00 1.00 1.00 0.83
FOOTSTEP 0.63 0.78 0.61 0.93 0.89 0.80
GALLOP 0.95 0.83 1.00 0.95 0.97 1.00
GARGLE 0.28 0.97 0.95 0.95 0.95 0.45
GLASS 0.00 0.00 0.00 0.75 0.98 0.98
GUITAR 0.83 0.97 0.97 1.00 1.00 0.65
GUN 0.78 0.85 0.75 0.78 0.60 0.53
HAMMER 0.70 0.88 0.88 0.90 0.75 0.55
HARP 1.00 1.00 0.98 0.98 1.00 0.98
ICE DROP 0.00 0.28 0.90 0.98 1.00 0.98
KEYBOARD 0.05 0.65 0.68 0.58 0.63 0.80
LAUGH 0.98 1.00 1.00 1.00 1.00 1.00
MATCH 0.35 0.42 0.70 0.83 0.83 0.88
NEIGH 0.00 0.25 1.00 1.00 0.98 0.93
PAPER 0.03 0.05 0.18 0.88 0.80 0.42
PEELOUT 0.80 0.94 0.69 0.55 0.69 0.00
PHONE 0.00 0.03 1.00 1.00 1.00 1.00
PINGPONG 0.85 1.00 1.00 1.00 1.00 1.00
POUR 0.00 0.60 0.68 1.00 0.83 0.65
PRINTER 0.03 1.00 0.98 0.89 1.00 0.83
PROJECTOR 0.33 0.14 0.53 1.00 0.97 0.93
RAIN 0.00 0.25 0.28 0.53 0.88 0.93
REGISTER 0.00 0.18 0.90 0.90 1.00 1.00
ROCKING 0.33 0.65 0.93 0.95 0.98 0.98
ROOSTER 0.03 0.83 1.00 1.00 0.98 0.93
SAW 0.03 0.65 0.80 0.93 0.92 0.97
SCISSOR 0.06 0.45 0.93 1.00 0.95 1.00
SCREEN 0.15 0.69 1.00 0.98 0.98 0.89
SHEEP 0.20 0.38 0.78 0.67 0.90 0.83
SHOVEL 0.35 0.41 0.58 0.70 0.73 0.83
SIREN 0.00 1.00 1.00 1.00 1.00 1.00
SNEEZE 0.65 0.67 0.98 0.94 0.85 0.58
SPLASH 0.08 0.08 0.28 0.30 0.58 0.43
STAPLER 0.58 0.64 0.60 0.70 0.63 0.50
TENNIS 0.13 0.08 0.75 0.68 0.70 0.65
THUNDER 0.73 0.43 0.08 0.03 0.00 0.00
TOILET 0.28 0.48 0.66 0.45 0.18 0.15
TRAFFIC 0.43 0.92 1.00 1.00 1.00 1.00
TRAIN 0.00 0.15 0.85 0.97 0.93 0.83
TREE FALL 0.00 0.03 0.55 0.63 0.65 0.47
TYPEWRITER 0.10 0.08 0.58 0.81 0.93 0.88
WAVES 0.23 0.48 0.55 0.58 0.22 0.22
WHISTLE 0.00 0.00 0.93 1.00 0.98 0.97
WIPERS 0.30 0.95 0.78 0.65 0.58 0.63
ZIPPER 0.13 0.00 0.05 0.48 0.73 0.73

Mean 0.31 0.57 0.75 0.81 0.81 0.73
s.d. 0.32 0.35 0.28 0.25 0.25 0.28
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APPENDIX A: EQUATING THE RMS OF
ENVIRONMENTAL SOUNDS

Obtaining SPL measurements for spectrally complex,
time-varying sounds such as the sounds used in this study is
problematic. Various measures have been used in the speech
literature for measuring speech level, such as ‘‘fast,’’ ‘‘slow’’
and ‘‘impulse’’ detector–indicator characteristics, as well as
long-term rms. Ludvigsen~1992!, comparing these various
measures of speech level, concluded that long-term rms in-
tegration was the preferred method, except when the signal
consisted of a series of words with pauses between them, in
which case the long-term rms with a correction for the
known pauses, what he termed ‘‘pause-corrected’’ rms, more
accurately represented the energy in the signal.

For the identification studies reported in this paper, the
rms was computed with gaps of silence longer than 50 ms
omitted from the calculation. The 50-ms value was arrived at
partially through intuition and partially through comparing
the rms when omitting pauses of different lengths, shown in
Table VIII for 16 of the sounds used.

1The use of headphones clearly limits the ecological validity of these
studies to some degree. However, it was decided that headphones would
probably yield stimuli with spectral characteristics closer to those of the
recorded sounds, than would loudspeakers in the multisubject facility avail-
able for this research.
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Chaotic vibrations of a vocal fold model with a unilateral polyp
Yu Zhanga) and Jack J. Jiangb)

Department of Surgery, Division of Otolaryngology Head and Neck Surgery, University of Wisconsin
Medical School, Madison, Wisconsin 53792-7375

~Received 2 September 2003; revised 16 December 2003; accepted 29 December 2003!

A nonlinear model was proposed to study chaotic vibrations of vocal folds with a unilateral vocal
polyp. The model study found that the vocal polyp affected glottal closure and caused aperiodic
vocal fold vibrations. Using nonlinear dynamic methods, aperiodic vibrations of the vocal fold
model with a polyp were attributed to low-dimensional chaos. Bifurcation diagrams showed that
vocal polyp size, stiffness, and damping had important effects on vocal fold vibrations. An increase
in polyp size tended to induce subharmonic patterns and chaos. This study provides a theoretical
basis to model aperiodic vibrations of vocal folds with a laryngeal mass. ©2004 Acoustical
Society of America.@DOI: maximum#
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I. INTRODUCTION

Vocal polyps resulting from vocal misuse and overuse
represent one of the most common benign laryngeal lesions.1

Vocal polyps may disrupt glottal closure and cause an in-
creased direct current~dc! offset of the glottal waveform.2

Furthermore, aperiodic and subharmonic patterns are ob-
served in voices from individuals with this lesion.2,3 Using
linear theory, it is difficult to explain why small polyps can
qualitatively change the vibratory characteristics of vocal
folds and cause aperiodic behaviors. Nonlinearity is inher-
ently involved in laryngeal systems. Qualitative state
changes of vocal folds are associated with bifurcations.4 Sub-
harmonics and chaos have been observed in human voices,5

nonlinear models,6–8 and excised larynx experiments.9,10 Ap-
plying chaos theory and nonlinear dynamic methods to the
study of aperiodic activities of vocal folds with a polyp is
important and has the potential to increase our understanding
of abnormal vocal dynamics and lead to improved diagnostic
methods. Recent studies have used model simulations to in-
vestigate the vibratory characteristics of vocal folds with vo-
cal polyps.11,12 However, chaotic dynamics of vocal folds
with a polyp has not been studied using a model simulation.
In this article, we propose a nonlinear model of the vocal
folds with a vocal polyp and employ nonlinear dynamic
methods to study vibrations. Bifurcation diagrams are used
to investigate the effects of polyp size, stiffness, and damp-
ing. The results demonstrate the deterministic chaos mecha-
nism of aperiodic vibrations of the vocal fold model with a
vocal polyp.

II. THE VIBRATORY MODEL OF VOCAL FOLDS WITH
A VOCAL POLYP

We added a unilateral mass representing a vocal polyp to
the two-mass model of Steinecke and Herzel.7 To deduce the
equations, we made the following assumptions:

~1! The assumptions by Steinecke and Herzel7 about the bio-
mechanical and aerodynamic properties of the vocal
folds were used.

~2! A unilateral vocal polyp was connected with the lower
massm1r of the right vocal fold by the springk3r and the
damperr 3r @see Fig. 1~a!#. The right lower massm1r has
lengthl, depthD, and heightd1 , and the vocal polyp has
massm3r , length l 3 , depthD3 , and heightd3 @see Fig.
1~b!#. The polyp and vocal folds have the same density.
Collisions can occur betweenm1l and m1r , m1l and
m3r , andm2l and m2r . The cubic nonlinearities of the
vocal polyp were considered11 because of the strong cou-
pling and colliding interactions between the vocal polyp
and the vocal folds.

The dynamic equations of the vibratory system are de-
scribed as the vocal folds,

miaẍia1r iaẋia1kiaxia1Q~2ai !cia

ai

2l

1kca~xia2xj a!1Tia5Fia , ~1a!

and the right vocal polyp,

m3r ẍ3r2T1r1T1l5F3 , ~1b!

where the indicesi, j 51,2 denote the upper and lower
masses, anda5 l , r denotes the left and right vocal fold.
x1r , x2r , x1l , x2l are the displacements of the massesmia

with the lengthdi . x3r is the displacement of the right vocal
polyp m3r . r ia is the damping constant.kia is the stiffness
constant andkca is the coupling stiffness betweenm1a and
m2a . cia is the spring constant during vocal fold collisions.

Q~x!5H tanh~50x/x0!, x.0

0, x<0
,

gives the collision function. The right polypm3r and the
right lower massm1r are coupled by the damping and non-
linear spring forces,

T1r5r 3r~ ẋ1r2 ẋ3r !1k3r@x1r2x3r1hk3~x1r2x3r !
3#.

~2!
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When the right polypm3r collides with the left lower mass
m1l , the compressed vocal polyp produces the nonlinear col-
lision force,

T1l5Q~2a3!c3rF a3

2l 3
1hh3S a3

2l 3
D 3G , ~3!

wherec3r is the spring constant during the collision between
m3r andm1l . hk3 andhh3 are 100 and 500, respectively.13 In
Eq. ~1!, T2l50 andT2r50 show that the right vocal polyp
m3r has no coupling and collision actions withm2l andm2r .

The glottal areas of the lower-mass pairm1a and the
upper-mass pairm2a satisfy ai5a0i1 l (xil 1xir )5ail 1air .
aia is the area formed from the midline tomia . a3 formed
from m3r to m1l and a3r8 formed from the midline tom1r

satisfy @see the infraglottic view of the vocal folds in Fig.
1~c!#

a35a031 l 3~x1l1x3r !,

a3r8 5
a01

2
2 l 3D31~ l 2 l 3!x1r1 l 3x3r , ~4!

wherea035 l 3(a01/ l 2D3). The minimal glottal area is given
by

amin5min~a1l ,a2l !1min~a1r ,a2r ,a3r8 !. ~5!

The glottal airflow at any point below the narrowest part
of the glottis is described by the Bernoulli equation, i.e.,
P(a)5Ps2(r/2)(U/a)2, where Ps is the subglottal pres-
sure andP(a) denotes the pressure at the point with the
glottal areaa. Then the volume flow velocityU, P1 acting on
m1a , P2 acting onm2a , andP3 acting onm3r are

U5A2Ps

r
aminQ~amin!,

P15PsF12Q~amin!S amin

a1
D 2GQ~a1!,

~6!

P250, P35PsF12Q~amin!S amin

a38
D 2GQ~a38!,

where a385a01/21 lx1l1a3r8 . From Fig. 1~a!, the driving
forcesFia acting onmia andF3 acting onm3r are deduced
to be

F1l5P1l ~d12d3!1P3ld3 , F2l50,

F1r5P1l ~d12d3!1P3~ l 2 l 3!d3 , F2r50, ~7!

F35P3l 3d3Q~a3!.

Equations~1!–~7! give the vibratory equations of the vocal
folds coupled with a right vocal polyp. WhenTia50, l 3

50, d350, andD350, this vocal fold model with a vocal
polyp is reducible to the two-mass model of Steinecke and
Herzel.7

III. NUMERICAL CALCULATIONS AND DISCUSSIONS

Figure 2 shows the volume flow velocityU of the model
where the default parameter values7,13 of the vocal folds are
used: m1a50.125, m2a50.025, r ia50.02, k1a50.08, k2a

50.008, cia53kia , kca50.025, d150.25, d250.05, a01

5a0250.05,D50.3, Ps50.006~'6 cm H2O), l 51.4, and
r50.00113. Based on previous studies,11–13 we used the vo-

FIG. 1. ~a! The schematic diagram of the vocal fold model with a right
vocal polyp.~b! The geometric sizes of the right lower massm1r and the
vocal polypm3r . ~c! The infraglottic view of the vocal folds at the point of
the vocal polypm3r .
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cal polyp parameters: m3r5m1r l 3D3d3 / lDd1 , r 3r

5r 1rAm3rk3r /m1rk1r , k3r50.014, c3r53k3r , l 35 l /3, D3

50.1D, and d35(d11d2)/3. All parameters are given in
units of cm, g, ms, and their corresponding combinations.
When there is no vocal polyp, the dashed line in Fig. 2
shows that the glottal airflowU has the valley-cut sinusoid
shape. During the closing stage of the glottal cycle, the vocal
fold collision cuts off the airflow and leads to zero dc flow.
However, when the vocal polyp is included, the amplitude of
U decreases~see the solid line in Fig. 2!. During the closing
stage of the glottal cycle, the vocal folds cannot close. Thus,
the vocal polyp interferes with vocal closure and causes non-
zero dc flow, which shows consistency with clinical study.2

Furthermore, the unilateral polyp may induce bifurca-
tions and chaos. Figure 3 shows the bifurcation diagrams
~the Poincare section ofx1l versus the subglottal pressure
Ps), where for each value ofPs , the continuous signalx1l(t)
with the length of 2s is projected to discrete points by using
a Poincare map atv1l50.8,14 For the vocal folds without a
vocal polyp, periodic vibrations appear within 0.005,Ps

,0.025 ~see the curve 1 in Fig. 3!. However, for the vocal
folds with a vocal polyp, the curve 2 in Fig. 3 displays the
route from period-doubling bifurcation to chaos wherek3r

50.002 andD350.05D. In a Poincare section, a single, a
pair of, and a group of points illustrate periodic, period-
doubling, and aperiodic vibrations, respectively. Period-
doubling vibrations with alternate amplitudes are associated
with diplophonia or subharmonic vibrations. Aperiodic vi-
brations in this model can be quantitatively described by
calculating the Lyapunov exponents and Kaplan–Yorke
dimension.8 The Lyapunov exponents of the aperiodic vibra-
tion at Ps50.01 asymptotically converge tol1'0.083,l2

'0, l3'20.155, l4'20.17, l5'20.191, l6'20.308,
l7'20.309,l8'20.327,l9'20.388, andl10'20.468,
and the Kaplan–Yorke dimension isDL'2.54. The positive
Lyapunov exponent and finite Kaplan–Yorke dimension
demonstrate the chaos mechanism of the aperiodic vibra-
tions.

Polyp size, stiffness, and damping influence the vibra-
tory characteristics of the vocal folds. The bifurcation dia-
gram ~the Poincare section ofx1l versusS0) in Fig. 4~a!

shows the effects of polyp size, wherePs50.01 andS0 is a
dimensionless parameter of the polyp size. We uniformly
changed polyp length, depth, and height byl 35S0l /3, D3

50.05S0D, andd35(d11d2)S0/3. However, we found that
independently changingl 3 , D3 , and d3 produced qualita-
tively similar results. WhenS0!1, the solution of our model
with the vocal polyp approaches the two-mass model of Stei-
necke and Herzel.7 A very small polyp does not qualitatively
change the periodic state of the vocal folds. However, when
the polyp sizeS0 is sufficiently increased, vocal fold asym-
metry increases and chaos appears. This suggests that an
increase in polyp size would produce a progressive decline in
voice quality; however, a significant reduction in polyp size,
e.g., resulting from a polyp excision, might prevent voice
irregularity. Clinically, microlaryngeal surgical removal of
mass lesions can reduce voice roughness and dc leakage.15

The proposed model may provide a theoretical approach to
study the effects of clinical treatment of laryngeal mass le-
sions.

Figures 4~b! and ~c! show the effects of polyp stiffness
k3r and dampingr 3r wherePs50.01. Whenk3r and r 3r are
sufficiently large, the polypm3r is firmly fastened tom1r so
that the relative motions betweenm3r andm1r are prevented,
and the vibrations are periodic. However, whenk3r and r 3r

are decreased, the polyp becomes loosely attached tom1r

and vibrates asynchronously withm1r , and chaos may be
induced. The exact relationship of polyp stiffness and damp-
ing to the biomechanical properties of polyp tissue is unclear
in the proposed model, which is also the case in the relation-
ship of vocal fold stiffness and damping to the biomechani-
cal properties of vocal fold tissue in two-mass models.7,8,13

Finite element models allow us to consider the biomechani-
cal properties of vocal fold tissue.12 However, modeling cha-
otic activities of vocal folds with a polyp using finite element
models is a difficult task at present. The mass-spring models
are important for the study of chaotic dynamics of vocal
folds with a vocal polyp.

Nonlinearity is fundamental for chaotic vibration of the
vocal folds. Chaos has been observed in the nonlinear mod-
els of both symmetric6,8 and asymmetric vocal folds.7 In the
proposed nonlinear model with a polyp, the vocal polyp in-

FIG. 3. The bifurcation diagram~for v1l50, the Poincare section ofx1l

versusPs) of the models~1! without a vocal polyp and~2! with a vocal
polyp (k3r50.002 andD350.05D).

FIG. 2. The glottal volume flow velocityU of the models without a vocal
polyp ~dashed line! and with a vocal polyp@solid line, wherePs50.006,
k3r50.014,l 35 l /3, D350.1D, andd35(d11d2)/3].
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troduces extra nonlinear stiffness and collision to the vocal
folds, produces disturbances of the glottal closure and glottal
airflow, and leads to vocal fold asymmetry. Bifurcation and
chaos can be induced by the presence of a vocal polyp. High
subglottal pressure may produce chaos in symmetric vocal
folds.8–10 In the proposed model with a vocal polyp and the
asymmetric model associated with laryngeal paralysis,7 cha-
otic vibrations occur even under normal values of subglottal
pressure, e.g., 10 cm H2O.

IV. CONCLUSIONS

We proposed a nonlinear model to study chaotic vibra-
tions of vocal folds with a unilateral polyp. The vocal polyp
affected vocal closure, and aperiodic vibrations were pro-
duced even when subglottal pressure was within the normal
pressure range. Aperiodic vibrations of the vocal fold model
with a vocal polyp were attributed to low-dimensional chaos.
Polyp size, stiffness, and damping have important effects on
inducing chaotic vibrations. Removal of a vocal polyp may
lead to periodic vibrations. Clinically, many other mass le-
sions, such as nodules, cysts, Reinke’s edema, etc., also im-
part extra mass and might produce abnormal vocal fold
movements. We suggest that the proposed model may be
valuable for understanding abnormal vocal activities and pre-
dicting the effects of treatment on patients with these laryn-
geal mass lesions.
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The audio signal from five professional baritones was analyzed by means of spectrum analysis. Each
subject sang syllables@p,# and @pa# from loudest to softest phonation at fundamental frequencies
representing 25%, 50%, and 75% of his total range. Ten subglottal pressures, equidistantly spaced
between highest and lowest, were selected for analysis along with the corresponding production of
the vowels. The levels of the first formant and singer’s formant were measured as a function of
subglottal pressure. Averaged across subjects, vowels, andF0 , a 10-dB increase at 600 Hz was
accompanied by a 16-dB increase at 3 kHz. ©2004 Acoustical Society of America.
@DOI: 10.1121/1.1646403#
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I. INTRODUCTION

The spectral slope of voiced sounds is an important pa-
rameter in voice analysis. This slope is influenced by vocal
loudness. Fant~1959! observed that, as the overall sound
level rises, the gain is greater for higher than for lower par-
tials. Analyzing spectra of sung vowels produced by profes-
sional singers, Cleveland and Sundberg~1985! observed that
an increase of the overall SPL caused the relative level of the
singer’s formant, a high-spectrum envelope peak character-
istic of western male operatic singers, to increase. Bloothooft
and Plomp~1986! found that a 10-dB rise of SPL caused the
relative level of the singer’s formant to increase by between
15.4 and 2.1 dB, depending on singer classification, vowel,
and register. Sundberg~2001! reported values in the range of
14 and 24 dB for a 10-dB increase of the overall SPL.

An increase of vocal loudness is produced by means of
an increase of subglottal pressure~Ladefoged, 1961; Schutte,
1980!. Such increases affect the waveform of the glottal
voice source~Gauffin and Sundberg, 1989!. The relationship
between such waveform characteristics and the spectrum
slope was analyzed by Monsen and Engebretson~1977!, who
observed that changes of one were accompanied by changes
in the other. Holmberget al. ~1995! observed that shifting
vocal loudness from comfortable to loud caused a significant
reduction of the level difference between formants 1 and 3.
Sundberget al. ~1999! analyzed the relationship between
subglottal pressure and maximum flow declination rate
~MFDR!, i.e., the negative peak amplitude of the differenti-
ated flow glottogram in professional baritone singers, and
found that the logarithm of this amplitude was strongly cor-
related with overall SPL.

The waveform–spectrum relationship was analyzed
theoretically by Fant and co-workers~Fantet al., 1985!, who
demonstrated that the spectrum tilt is determined by the
abruptness of the return phase of the flow glottogram, i.e.,
the speed at which the differentiated flow glottogram curve
returns to zero at the end of the flow pulse. This abruptness,
in turn, is therefore controlled by subglottal pressure.

On the other hand, it is difficult to analyze the relation-

ship between spectrum slope and flow glottograms derived
from inverse filtering, since the filtering tends to reduce the
speed of the return phase. More reliable information on spec-
trum levels should be available from long-term average spec-
tra ~LTAS!. Ternström ~1993! analyzed LTAS of choral sing-
ing in rooms with different reverberation times. For a youth
choir he found that a 10-dB increase in overall sound level
produced an increase of 10 dB at around 800 Hz and 20 dB
at 3 kHz. For an adult choir the increase at 3 kHz was
slightly less. White~1998! used the same method in an
analysis of children, who sang a song at low, middle, and
high degrees of vocal loudness. She found that an increase of
10 dB near 600 Hz was accompanied by an increase of about
16 dB in the frequency range around 3.25 kHz.

Earlier findings thus demonstrate the need to take into
account vocal loudness in spectral voice analysis. However,
although previous studies are fairly consistent, they have
compared utterances produced at only a few levels of vocal
loudness. For reliable comparisons of voice spectra, an
analysis is needed of how systematic loudness variation af-
fects the spectrum slope. For an accurate description of this
relationship, it is obviously advantageous to analyze many
different degrees of vocal loudness.

The effect of subglottal pressure variation on various
glottal voice source parameters was studied in five profes-
sional baritone singers in a previous investigation~Sundberg
et al., 1999!. They based their results on observations col-
lected at ten different subglottal pressures. A highly system-
atic variation with subglottal pressure was found for maxi-
mum flow declination rate MFDR, closed quotient, peak-to-
peak flow amplitude, and the level difference between the
fundamental and the second partial of the voice source spec-
trum. Glottal dc flow, i.e., glottal leakage, on the other hand,
failed to show any systematic variation with subglottal pres-
sure. The aim of the present study was to use the same ma-
terial to describe concomitant effects on the overall spectrum
slope measured in terms of the level difference between the
first formant and the singer’s formant.
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II. SUBJECTS

In untrained voices, increased loudness typically results
in an increase of pitch~Gramminget al., 1988!. Singers, on
the other hand, possess the ability to control loudness inde-
pendently of pitch. Hence, it is advantageous to use profes-
sional singers as subjects in investigations of the effects of
loudness variation on the voice. The material recorded for
the investigation mentioned above~Sundberget al., 1999!
was therefore reanalyzed for the present investigation. It con-
sisted of the recorded audio channel for five professional
baritone singers aged from 29 to 65 years.

III. METHOD

Each singer sang a diminuendo at a constant pitch, con-
tinuously repeating the syllable@pa:# and then repeating the
syllable @p,:#. Three test pitches were used, C#3, G3, and
C#4~for one of the singers B2, F3, and C4! corresponding to
25%, 50%, and 75% of the singer’s professional pitch range
as measured in semitones. Three productions, ortakes, of
each pitch condition were recorded.

The audio signal, picked up by a B&K condenser micro-
phone, at a distance of 30 cm from the subject’s mouth, was
recorded onto a multichannel recorder~TEAC PCM!. Sub-
glottal pressure was estimated from the oral pressure during
the @p#-occlusion. This pressure was captured by a pressure
transducer~Glottal Enterprises! attached to a thin plastic tube
that the subject held in the corner of his mouth. Simultaneous
recordings were made of the glottal flow by means of a
Rothenberg-type flow mask~Rothenberg, 1973!. Calibration
signals for pressure as measured by means of a manometer,
and for sound-pressure level~SPL! as determined by a
sound-level meter, were recorded on the tape.

The earlier paper~Sundberget al., 1999! reported that
the singers tended to reproduce quite accurately glottal pa-
rameter values when repeatedly singing at identical pitch and
subglottal pressures. This supports the assumption that, for
each subject, vowels produced at the same subglottal pres-
sure had similar characteristics and, thus, we have reasons to
assume, like the earlier paper, that the data obtained were
reliable.

IV. ANALYSIS

The subglottal pressures were recorded on a strip chart
recorder. For each vowel and pitch condition, ten subglottal
pressures, equidistantly spaced between the extreme values,
were selected across the three productions of syllable repeti-
tions. This procedure produced 60 measurement points per
subject~2 vowels33 pitches310 values!, making a total of
300 values. The syllables following these pressure signals, as
recorded on the audio channel, were subjected to spectrum
analysis~frequency range 0–5 kHz, bandwidth 150 Hz! us-
ing a commercially available signal editing system~SOUND-

SWELL!. Two measures were made of each spectrum: the
level of the first formant,L1 ; and the level difference be-
tween the first formant and the singer’s formant,L12LSF.
These measures were combined with the corresponding sub-
glottal pressure values. SPL was measured by a B&K sound-
level recorder~2307! analysis of the audio track.

Three spectra were eliminated, as subglottal pressure
was not measurable. During softest phonation, a further 36
spectra revealed an absence of harmonic energy in the sing-
er’s formant region and so were excluded from theL1

2LSF part of the data analysis but were included for theL1

measurements. The 280 SPL values obtained at the time of
recording~see Sundberget al., 1999! were also used in the
experiment.

V. RESULTS

Figures 1 and 2 show examples from one individual of
the relationship betweenLn(PS) and L1 , and between
Ln(PS) andL12LSF, respectively. In most cases these data
could be approximated by a straight line, withr 2 varying
between 0.69 and 0.99~mean50.93!. These figures show
that an increase ofPS was accompanied by an increase ofL1

and a decrease of theL12LSF difference. In other words, the
spectral tilt decreased with increasing loudness.

Table I shows the means and standard deviations for the
slope of the best linear fit of the five singers’ values, as
plotted in the example shown in Fig. 1. The slope values
reflect the growth ofL1 observed for a doubling ofPS for
@,# and@a# as sung by the subjects at low, middle, and high
pitches. The correlation shows high values, while the s.d.

FIG. 1. Example of the relationship between subglottal pressure and the
level of the first formant,L1 , in one subject. The subject sang the vowel
@,:# at 25% of his vocal pitch range.

FIG. 2. Example of the relationship between subglottal pressure andL1

2LSF difference~same subject as in Fig. 1!. Vowel @,:# produced at 25% of
the subject’s vocal pitch range.
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varied between 1.7 and 3.2 dB. A doubling ofPS caused an
increase ofL1 that varied between 11.1 and 13.4 dB~mean
512.2 dB!. The values varied among singers. A general lin-
ear model analysis of variance revealed that these intersub-
ject differences were not significant.

Table II shows the corresponding values of the best lin-
ear fit of the five singers’L12LSF data versusLn(PS), as
plotted in the example given in Fig. 2. The values reflect the
decrease ofL12LSF observed for a doubling ofPS for @,#
and@a# at low, middle, and high pitch. The correlation shows
reasonably high values and the s.d. varied between 2.1 and
3.2 dB. A doubling ofPS caused a decrease ofL12L3 that
varied between 5.9 and 8.1 dB, mean 7.2 dB. A general lin-
ear model analysis of the variance between singers revealed
that these differences were not significant. The relationship
implies thatLSF will increase by 12.217.2519.4 dB for a
doubling ofPS , or for a 10-dB increase ofL1 by 19.4/1.22
515.9 dB. In other words, the gain inLSF will be 1.6 times
the gain inL1 .

The relationship between SPL andLn(PS) is another
interesting aspect of our data. Table III lists the mean slopes
and intercepts observed for the SPL increase associated with
a doubling ofPS . These values also varied between singers
and a general linear model analysis of variance showed that
the intersubject differences were significant for pitch for both
slope @F(2,8)55.697, p50.029] and intercept@F(2,8)
55.578, p50.030]. The significant effect of pitch on the
intercept values was that the lowest pitch revealed an el-
evated estimated marginal mean compared to the mean for
mid pitch, which in turn was higher than the mean for high
pitch. The opposite effect was observed for the effect of pitch
on slope values in that the estimated marginal means were

highest for high pitch and lowest for low pitch. The average
across singers, vowels, and pitches showed that

SPL510.13Ln~PS!176.1 dB.

This implies thatPS values of 1 and 2 kPa yielded, on aver-
age, SPL values at 0.3 m of 76.1 and 83.1 dB, respectively.

VI. DISCUSSION

We found that, for our singer subjects, SPL increased by
an average of 12 dB per doubling ofPS . This is similar to
measurements reported earlier by Schutte~1980!, who ana-
lyzed PS and SPL, among other things, in singers and un-
trained voices as well as dysphonic patients. On the basis of
theoretical considerations, Fant~1982! predicted an SPL in-
crease of 9.5 dB for a doubling ofPS . This prediction as-
sumed an increase ofF0 , which typically accompanies an
increase of vocal loudness in speech. This condition was not
met by the singers who kept pitch constant. The effect of the
pitch change assumed by Fant is small, however, and the
discrepancy between our data and the prediction may very
well emanate from the voice source. For example, the effect
of an increasedPS on the closed phase may be larger than
that assumed by Fant.

The data presented above refer to the level of the first
formant. At soft phonation the fundamental rather than the
first formant is strongest in the spectrum, so the overall SPL
is determined mainly by the fundamental under such condi-
tions. The results above thus concern the relationship be-
tweenL1 andLSF as opposed to the overall sound level and
LSF.

A Rothenberg flow mask records the airflow in terms of
the pressure gradient across an acoustic resistance repre-
sented by a fine mesh. This resistance adds to the formant
bandwidths and thus reduces the levels of the spectrum
peaks. This effect is not relevant to our results, however,
since they concern the effect of subglottal pressure on rela-
tive spectrum levels rather than on absolute spectrum levels.
Also, our spectrum data refer to the audio rather than to the
flow signal. On the other hand, the relationship betweenPS

and SPL is influenced by this effect and SPL also varies
depending on formant frequencies andF0 . This would ex-
plain why our results showed rather low SPL values as com-
pared to data previously published~e.g., Titze and Sundberg,
1992!.

TABLE I. Increase ofL1 (n5297) for a doubling ofPS , averaged across
singers. Ther shows the correlation.

% Pitch range/vowel
DL1

/(2* PS) dB
s.d.
dB

r
Means

25 , 11.1 2.4 0.858
25 a 11.9 1.7 0.936
50 , 12.2 3.2 0.932
50 a 13.4 1.7 0.933
75 , 13.4 1.7 0.971
75 a 11.4 2.8 0.947
Mean 12.24 2.258 0.930
s.d. 1.006 0.630 0.038

TABLE II. Decrease ofL12LSF(n5261) for a doubling ofPS averaged
across singers. Ther shows the correlation.

% Pitch range/vowel
DL12LSF

/(2* PS! dB
s.d.
dB

r
Means

25 , 26.7 2.1 20.863
25 a 27.4 2.6 20.919
50 , 25.9 3.2 20.791
50 a 27.5 2.3 20.840
75 , 27.2 2.4 20.854
75 a 28.1 2.6 20.834
Mean 27.15 2.55 20.850
s.d. 0.76 0.38 0.042

TABLE III. Mean relationship (n5280) betweenPS and SPL at 0.3 m
expressed as the slope and intercept for the best linear fit of SPL values
versusLn(PS). The values represent the shifts associated with a doubling of
PS . The r shows the correlation.

Pitch/vowel
Slope SPL

means s.d.
Icpt SPL
means s.d.

r
Means

25 , 8.3 3.0 78.2 1.7 0.907
25 a 9.2 1.1 77.7 1.5 0.964
50 , 10.0 3.1 76.1 2.3 0.970
50 a 10.5 2.6 76.6 1.7 0.969
75 , 11.3 1.8 74.3 1.7 0.991
75 a 11.3 2.7 73.7 2.6 0.967
Mean 10.1 76.1 0.961
s.d. 1.2 1.8 0.028
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Our results can be assumed to be applicable also to data
obtained using long-term average spectrum~LTAS! analysis.
Ternström ~1993! made LTAS analyses of choirs who sang
the same piece of music at low, middle, and high degrees of
vocal effort. For an adult choir he found that the gain of an
LTAS peak near 3 kHz was 1.7 times as great as the gain
near 800 Hz, and the gain at 3 kHz for a youth choir was
twice as great as the gain near 800 Hz. White~1998! made a
corresponding analysis of 15 11-year-old school children
who sang a song at three degrees of vocal loudness. She
found the gain of an LTAS peak near 3.2 kHz was 1.9 times
as great as the gain near 600 Hz for girls, and the corre-
sponding values for boys were 1.6 as great. These values are
similar to those observed in the present study, which supports
the assumption that our observations are applicable also to
LTAS data. These differences in the gain between boys and
girls and between a youth choir and an adult choir suggest
that the gain varies depending on glottal factors.

The highest spectrum envelope peak between 2 and 4
kHz as produced by baritone singers typically is the singer’s
formant, generated by a clustering of formants 3, 4, and 5
~Sundberg, 1987!. The gain in the level of the singer’s for-
mant should be similar to the gain ofL3 for voices lacking a
singer’s formant. Support for this assumption can be found in
Gauffin and Sundberg~1989!, who analyzed the levels in
different frequency bands when subjects varied vocal loud-
ness. They observed anL3 increase from 47 to 65 dB when
their untrained subject raised hisL1 by 11 dB; this corre-
sponds to a gain factor of 1.6. They found a marginally
smaller gain for their singer subject. Similar results were
recently observed in an LTAS investigation of untrained
voices reading a standard text at different degrees of vocal
loudness~Nordenberg, 2003!.

In comparing voices as analyzed in terms of LTAS or of
the spectra of sustained vowels, the level in various spectrum
bands is sometimes compared. Such comparisons would be
more informative if concomitant changes ofL1 were taken
into account. On the basis of our findings, the correction
needed can be estimated analytically. Thus, on average, a
change in the level of the first formant (DL1) will be asso-
ciated with a change of the level of the singer’s formant,
which can be approximated by the following equation:

DL351.63DL1 .

The equation is based on the average of professional singers’
productions of the vowels /,/ and /a/. As the effect would
originate from voice source rather than from formant fre-
quency characteristics, the same expression should be appli-
cable also to other vowels. As mentioned above, a level gain
of a similar magnitude has been observed for the third for-
mant (DL3) in untrained voices. Hence, the equation can be
assumed to be applicable also to nonsinger voices.

VII. CONCLUSION

The relationship between the logarithm of subglottal
pressure and the level of theF1 in baritone singers can be

approximated by a linear function, such that a doubling of
subglottal pressure causes a 12-dB increase ofL1 . Likewise,
the level increase of partials near 3 kHz approximates a lin-
ear function of the logarithm of subglottal pressure. How-
ever, the level of these partials increases 1.6 times as much
asL1 .
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A vocal-tract model of American English ÕlÕ
Zhaoyan Zhanga) and Carol Y. Espy-Wilsonb)

Department of Electrical and Computer Engineering, University of Maryland, College Park, Maryland 20742

~Received 29 May 2003; revised 22 November 2003; accepted 1 December 2003!

The production of the lateral sounds involves airflow paths around the tongue produced by the
laterally inward movement of the tongue toward the midsagittal plane. If contact is made with the
palate, a closure is formed in the flow path along the midsagittal line. The effects of the lateral
channels on the sound spectrum are not clear. In this study, a vocal-tract model with parallel lateral
channels and a supralingual cavity was developed. Analysis shows that the lateral channels with
dimensions derived from magnetic resonance images of an American English /l/ are able to produce
a pole–zero pair in the frequency range of 2–5 kHz. This pole–zero pair, together with an additional
pole–zero pair due to the supralingual cavity, results in a low-amplitude and relatively flat spectral
shape in theF3 –F5 frequency region of the /l/ sound spectrum. ©2004 Acoustical Society of
America. @DOI: 10.1121/1.1645248#

PACS numbers: 43.70.Bk, 43.70.Fq@AL # Pages: 1274–1280

I. INTRODUCTION

Research on vocal-tract acoustics requires accurate mod-
els of sound propagation through complex geometries
formed by the articulators. The production of /l/ sounds in-
volves one or two lateral channels which are airflow paths
around the tongue produced by laterally inward movement of
the tongue toward the midsagittal plane~Stevens, 1998!. In
cases where the tongue makes contact with the palate, the
airflow above the tongue terminates at the contact point
along the midsagittal line, giving rise to a ‘‘cul-de-sac’’ su-
pralingual side branch to the main airflow pathways of the
lateral channels~Fig. 1!. When two lateral channels are
formed, they split at a point determined by the approach of
the tongue dorsum to the teeth, and join again anterior to the
lingual–alveolar contact.

The effects of these geometric features on the acoustics
of the vocal tract are not clear. In particular, the lateral liquid
/l/ is generally characterized by pole–zero clusters around
2–5 kHz in its spectrum. Figure 2 shows a spectrogram of
the word ‘‘bell’’ produced by a male speaker and Fig. 3 com-
pares spectra during the vowel /}/ and the following /l/. The
resonances around 2200 and 3200 Hz during the vowel (F3
andF4) are absent during the /l/ due to zeros. In fact, the /l/
spectrum is fairly flat between 1600 and 3400 Hz. Although
details differ, this scenario holds true for both ‘‘dark’’ and
‘‘light’’ allophones of /l/ ~Lehman and Swartz, 2000!. Due to
the existence of reported data, this paper will concentrate
primarily on accounting for /l/’s as produced in American
English. However, the issue of accounting for the acoustics
of lateral channels is general to the class of lateral sounds.

There are several possible source~s! of the zeros during
/l/ sounds, and their relative contribution to the acoustic
spectrum for /l/ remains unclear. One possible source is the
midsagittal supralingual side branch~Fant, 1970; Stevens,
1998; Bangayanet al., 1999; Narayanan and Kaun, 1999!.
An additional source of zeros may be produced when there

are two lateral channels and they are of different lengths.
Prahler~1998! has shown that uniform lateral channels that
have the same length produce a pole–zero pair at the same
frequency location so that they cancel each other. Thus, the
net result is an all-pole spectrum. If, on the other hand, the
lateral channels are of different lengths, then the poles and
zeros will be at different frequencies. Specifically, Prahler
has shown that when the lateral channels are uniform, but of
different lengths, the combined length of the lateral channels
needs to be around 16 cm long to produce zeros in the region
around 2 kHz. This required length of the lateral channels,
however, is much higher than that measured from MRI data
~Narayananet al., 1997; Zhanget al., 2003! or speculated by
Fant~1970!. As we discuss below, such long lateral channels
may not be needed to produce a zero in theF3 –F5 region if
we assume more realistic lateral channels with nonuniform
areas.

In this paper, we develop a simple tube vocal-tract
model for /l/ that includes both a supralingual side branch
and one or two lateral channels. Even though MRI data ob-
tained from a male speaker are used to determine dimen-
sions, the purpose of this study is not to explore the specific
vocal-tract shape of a particular individual. Instead, our pur-
pose is to investigate the possible sources of the pole–zero
clusters in American English /l/ and the frequency ranges in
which they are likely to occur.

II. THEORETICAL BACKGROUND

A. Vocal-tract acoustic response

There have been considerable efforts in the development
of computer vocal-tract models. Maeda~1982! developed a
time-domain method to calculate the vocal-tract acoustic re-
sponse function for the vowels and nasal sounds, in which
the nasal tract is modeled as a side branch to the vocal tract.
This method was modified by Jacksonet al. ~2001! to ac-
commodate an additional side branch needed to model the
sublingual cavity of American English /r/’s. To understand
better the production of American English /l/, Prahler~1998!
developed a vocal-tract model that included uniform lossless

a!Electronic mail: zhaoyan@glue.umd.edu
b!Electronic mail: espy@glue.umd.edu
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lateral channels, but no side branches. Until this study, there
was no vocal-tract model that included both side branches
and lateral channels, as in the case of /l/ sounds.

In this study, a new frequency-domain model for the
vocal-tract acoustic response~VTAR! was developed. The
vocal tract is decomposed into various modules such as
single tubes, branching, and lateral channels. For a single-
tube module the input and output pressures and volume ve-
locities are related by a transfer matrix

F pin

U in
G5KF pout

Uout
G5F A B

C DG F pout

Uout
G , ~1!

where A, B, C, and D are the coefficients of the transfer
matrix K, and depend on the properties of the air and the
vocal-tract wall.

The transfer matrix can be calculated using the
transmission-line model. The single tube is simulated as a
concatenation of cylindrical sections with lengths far less
than the acoustic wavelength. Assuming plane-wave propa-

gation, each cylindrical section is represented by an analog
circuit as shown in Fig. 4. The transmission-line model has
been discussed extensively in many studies~cf. Flanagan,
1972!. The exact expressions for each circuit element used in
this study are given as follows:

Ra5
lP

2S2
Avrm

2
, La5

r l

2S
v,

Ca5
lS

rc2
v, Ga5Pl

h21

rc2
A lv

2Cpr
, ~2!

Lw5
m

lP
v, Rw5

b

lP
, Cw5

lP

k
v,

wherev is the angular frequency of interest,l is the length of
the cylindrical section,S is the tube area,P is the cylindrical
circumference,r is the air density,c is the speed of sound,m
is the viscosity,l is the coefficient of heat conduction,h is
the adiabatic constant,Cp is the specific heat of air at con-
stant pressure, andm, b, and k are the mass, mechanical
resistance, and the stiffness of the wall per unit area of the
tube, respectively. This model includes the losses due to the
flow viscosity, heat conduction, and vocal-tract wall vibra-
tion. The overall transfer matrix of the single tube is simply
the product of the transfer matrix of each cylindrical section.

If a branching configuration is present in the vocal tract
@Fig. 5~a!#, such as the coupling of the nasal tract, a sublin-
gual cavity, or supralingual cavity to the vocal tract, an extra

FIG. 3. Spectra during the vowel /}/ ~top figure! and the following /l/~bot-
tom figure!.

FIG. 1. Schematic of airflow paths above~dotted line! and around the
tongue~dashed line! during /l/ sound production. Tracing is from MRI data
collected during the sustained /l/ sound produced by the subject used for this
study.

FIG. 2. Spectrogram of word ‘‘bell.’’

FIG. 4. Transmission line representation of the vocal tract.
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branch-coupling matrix is used to relate the state variables
across the branching point~Sondhi and Schroeter, 1987!

F p1

U1
G5F 1 0

1/Z3 1G F p2

U2
G , or F p1

U1
G5F 1 0

1/Z2 1G F p3

U3
G ,

~3!

where Z2 and Z3 are the input impedances of the side
branches 2 and 3, respectively.

The lateral channels are modeled as two single channels
joined together at both ends. Therefore, the two lateral chan-
nels have the same input and output pressures@Fig. 5~b!#.
Assume for each lateral channel that the input and output
state variables are related by

F pin,i

U in,i
G5KiF pout,i

Uout,i
G . ~4!

Applying boundary conditions and flow continuity, simple
algebraic manipulation leads to a relationship between the
input and output of the lateral channels

F pin

U in
G5F A1B21A2B1

B11B2

B1B2

B11B2

C11C22
~D12D2!~A12A2!

B11B2

D1B21D2B1

B11B2

G
3F pout

Uout
G . ~5!

The entire vocal tract is modeled by combining the ap-
propriate modules and multiplying the individual transfer
matrices in an order corresponding to their geometric loca-
tion. This modeling results in a single equation relating the
pressures and volume velocities at the glottis and the lips

F pg

Ug
G5KF pl

Ul
G5F A B

C DG F pl

Ul
G . ~6!

The acoustic response function can be calculated as

20 log10uUl /Ugu520 log10~1/~CZl1D !!, ~7!

whereZl is the radiation impedance at the lips.

B. Code validation

The VTAR model was first validated against Maeda’s
model ~1982! for the simplest case of vowel production.
Maeda’s model was chosen because it is publicly available
and widely accepted. A comparison of the calculated for-
mants for the high front vowel /i/ as in ‘‘heed’’ using Mae-
da’s model and VTAR, with and without radiation load,

shows close agreement, within 4 percent. The side branch
module was validated against Jacksonet al.’s ~2001! model
and complete agreement was obtained.

Since there are no direct data or models for the lateral
channels, data for nasalized vowels were used in this study to
validate the lateral channel module. Like /l/’s that are pro-
duced with two lateral channels, nasalized vowels are pro-
duced with two airflow paths, the oral tract and the nasal
tract. In addition, the posterior end of the two paths has the
same pressure, assuming plane-wave propagation. The differ-
ence between the production of nasalized vowels and /l/
sounds is that, for the nasal sounds, the two paths generally
have different radiation impedances and therefore different
termination pressures, while the two lateral channels of /l/
have the same termination pressure. Therefore, if the radia-
tion impedance is neglected, nasalized vowels can be mod-
eled using the lateral channel model. Data for a nasalized
vowel /i/ and Maeda’s simulation code were used in the vali-
dation. Figure 6 shows the comparison between the vocal-
tract acoustic response functions predicted using Maeda’s
code and that obtained from the VTAR program. Zero radia-
tion was imposed at both the nose and mouth. The agreement
is very good, although there is some mismatch in the spectral
amplitude around the first zero frequency~around 600 Hz!.
These errors are expected in regions around resonances and
antiresonances where losses are important. The possible
source of error is the different loss formulations used in the
time-domain method~Maeda’s model! and the frequency do-
main method VTAR.

C. Uniform lateral channels

For lateral channels consisting of uniform lossless tubes,
the input and output pressure and volume velocity of each
tube are related by~Kinsler et al., 2000!

F pin,i

U in,i
G5F cos~2kl i ! 2

j rc

Si
sin~2kl i !

Si

j rc
sin~2kl i ! cos~2kl i !

G F pout,i

Uout,i
G ,
~8!

FIG. 5. Models for~a! tube branching and~b! lateral channels.

FIG. 6. Comparison between the vocal-tract acoustic response function pre-
dicted from Maeda’s code~solid line! and VTAR~dashed line!, for nasalized
vowel /i/, with zero radiation impedance.
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wherek is the wave number, andSi and l i are the area and
length of theith tube, respectively. Neglecting the radiation
at the lateral channels outlet, substitution of Eq.~8! into Eq.
~5! yields

Uout

U in
5

S1 sinkl21S2 sinkl1
S1 coskl1 sinkl21S2 sinkl1 coskl2

. ~9!

The terms in the right-hand side of Eq.~9! have specific
physical meanings. The two terms in the numerator represent
the volume velocity at the outlets of the two channels. Simi-
larly, the two terms in the denominator represent the inlet
volume velocity of the two channels. AssumingS2.S1 al-
lows Eq.~9! to be rewritten as

Uout

U in
5

2 sink
l 11 l 2,z

2
cosk

l 12 l 2,z

2

sink~ l 11 l 2,p!
, ~10!

where l 2,z and l 2,p are the effective zero and pole length of
the second lateral channel, respectively, and are defined as,

sinkl2,z5~s1 /s2!sinkl2
~11!

sink~ l 11 l 2,p!5sinkl1 coskl21~s1 /s2!sinkl2 coskl1 .

They represent the effective lengths the second channel
needs to be to have volume velocities canceling out with the
volume velocity from the first channel at the outlet~therefore
a zero! and inlet~therefore a pole!, respectively.

Two types of zeros in the acoustic response function of
the lateral channels can be identified from Eq.~10!. The first
set of zeros is at multiples of the frequenciesc/( l 11 l 2,z).
This frequency corresponds to the total-length resonance, at
which most of the input airflow circulates in between the two
channels. The second set of zeros is at odd multiples of the
frequenciesc/@2(l 12 l 2,z)#. This set of frequencies corre-
sponds to the half-wavelength antiresonance frequency of
approximately the difference in the lengths of the lateral
channels, in which sound waves at the outlet of the lateral
channels are 180° out of phase with each other. The second
type of zeros normally occurs at high frequencies since they
are related to the length differences. However, in the case of
two nonuniform lateral channels, the effective length ofl 2,z

can be very different froml 1 , yielding zeros that may appear
in the low-frequency range of human speech.

In general, the two effective lengths are functions of
both the area ratio and length ratio of the two channels. Con-
sider two special cases in which the two channels have the
same lengths and the same areas, respectively. For both
cases, the two effective lengths are the same and equal to the
length of the wider lateral channels. Equation~10! reduces to

Uout

U in
55

1/coskl l 5 l 15 l 2

cosk
l 12 l 2

2

cosk
l 11 l 2

2

S15S2.
~12!

When the lateral channels have the same length but different
areas, the second set of zeros does not exist and the first set

of zeros is canceled by poles so that the vocal-tract acoustic
response function consists only of poles. In this case, the
lateral channels do not contribute any zero to the sound spec-
tra, as shown in Prahler~1998!. When the lateral channels
have the same areas but different lengths, the first set of
zeros is also canceled out by poles. However, the second set
of zeros remains, and the lateral channels will contribute
zeros to the sound spectra.

It should be noted that lateral channels are usually asym-
metric in real speech production. The changes in the acoustic
impedance due to the area variation will modify the sound
field, and change the phase of the sound waves arriving at
the outlets, thereby changing the effective length. The effec-
tive lengths of the two channels, due to the area variation, are
different even if the two channels have the same lengths@Eq.
~11!#. Therefore, the lateral channels always produce pole–
zero pairs in real speech production.

III. DATA

Two sets of data were used in the study to illustrate the
individual contributions from the supralingual cavity and the
lateral channels with reasonable dimensions. The first set of
data, which is referred to as the real data or real area func-
tions, is cross-sectional area functions obtained from MRI
images of the vocal tract during a sustained /l/ production
~Zhang et al., 2003! by the same speaker producing the
‘‘bell’’ word shown earlier. The MRI-derived area function is
shown in Fig. 7. Notice that the real area function is nonuni-
form along the length.

The axial length of the midsagittal closure is generally
very small, about 1–2 cm long~Narayananet al., 1997!.
However, the flow split, therefore the starting point of the
lateral channels and the supralingual cavity, may occur at a
position posterior to the midsagittal closure. The velocity and
the pressure may show different amplitudes and phases, and
therefore needs to be modeled acoustically as separate chan-
nels. The lateral inward bracing of the tongue may also help
the early flow split into two or three channels. In the data
processing~Zhanget al., 2003!, the vocal-tract cross sections
in the region immediately posterior to the midsagittal closure
were divided into three regions~the supralingual cavity and

FIG. 7. MRI-derived area functions of the vocal tract, lateral channels~left
and right!, and supralingual cavity~midsagittal!.
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two lateral channels!, and their area functions are also shown
in Fig. 7. The supralingual cavity and the lateral channels
therefore start posterior at the same location.

The second set of data is the simple-tube data derived
from the real MRI-derived area functions. The simple-tube
model, as manifested by its name, simplifies the geometry of
the vocal tract and its acoustic complexity, and therefore en-
ables us to easily identify the articulatory affiliation of the
formants. The simple-tube data were obtained by first divid-
ing the whole vocal tract into several sections. As shown in
Fig. 8, the model consists of a back cavity, a pharyngeal
constriction, a middle cavity, two lateral channels, a front
cavity, and a supralingual cavity modeling the space between
the tongue and the palate posterior to the oral closure in the
midsagittal line. If the pharyngeal constriction is weak, the
first three tubes may be combined into one long back cavity
with area perturbations in the middle range~see Stevens,
1998!. The area of each section is obtained by averaging the
area function over its length. The dimensions of the simple
tube model used in this study are shown in Table I. Note that
the two lateral channels have the same length in Table I.

Acoustic recordings of a sustained /l/ were also obtained
from the same speaker while in supine position at a different
time from the MRI recordings. The speaker was attempting
to duplicate the sustained /l/ produced during the MRI ses-
sion.

IV. SIMULATIONS

We consider three simulation cases to help us understand
the contributions of the supralingual cavity and the lateral
channels in the production of /l/. In the first two simulations,
the whole vocal-tract model except the supralingual cavity
was used to investigate the possible contributions of the lat-
eral channels alone to the /l/ spectrum. The supralingual cav-
ity was then included in the vocal-tract model in the third
simulation and its effects on the spectrum were studied.
Simple-tube data were used unless otherwise mentioned.

A. Lateral channels of different lengths

The first simulation considers the case of uniform lateral
channels with different lengths~the values in parentheses in
Table I!. The supralingual cavity was excluded to isolate the
effects of the lateral channels on the acoustic response func-
tion. Figure 9 shows the calculated vocal-tract acoustic re-
sponse function. Also shown in the figure is the acoustic
response function obtained when the two lateral channels are
combined into one single tube with area equal to the sum of
the area of the two separate lateral channels. The presence of
two lateral channels gives rise to zeros in the acoustic re-
sponse function, as compared with the all-pole spectrum if
the lateral channels are modeled as a single tube. A zero at
around 4 kHz is present in Fig. 9, which corresponds to the
first type of zero for the total length of 8.4 cm for the lateral
channels.

B. Lateral channels of equal length

Figure 10 shows the acoustic response function calcu-
lated for the case of uniform lateral channels of equal length.
As discussed earlier, uniform channels of equal length do not
produce zeros in the spectrum. However, this is not true if
the real area functions of the lateral channels are used, as
shown in Fig. 10 with the dash-dotted line. Note that a pole–

FIG. 8. Simple-tube model of the vocal tract for /l/ sound production.

TABLE I. Dimensions of simple-tube model of /l/ sounds used in simula-
tions. Values in parentheses are used in simulation A for lateral channels of
different lengths.

Length Area

Back cavity 5.7 1.4734
Pharyngeal constriction 4.3 0.5098
Middle cavity 3.9 5.7064
Lateral channel 1 4.2~5.0! 1.011
Lateral channel 2 4.2~3.4! 0.963
Front cavity 0.7 1.9290
Supralingual cavity 3.1 3.9807

FIG. 9. Vocal-tract acoustic response function for simple-tube model with
two uniform lateral channels of different lengths, modeled using lateral
channel model~solid line! and with two lateral channels combined into one
single tube with an area equal to the combined areas of the two lateral
channels~dash-dotted line!. Without supralingual cavity.

FIG. 10. Vocal-tract acoustic response functions for simple-tube model with
two lateral channels of same lengths and uniform~solid line! and nonuni-
form ~dash-dotted line! real area function. Without supralingual cavity.
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zero pair appears around 2.4 kHz in the resulting spectrum.
The pole–zero pair occurs because the effective lengths of
the two channels are unequal due to the nonuniform area
functions, according to Eqs.~10! and ~11!. The nonuniform
lateral channels of equal length in this case are essentially the
same as uniform lateral channels of different length, as in
simulation A. Therefore, zeros are produced even when the
two nonuniform lateral channels are of the same length.

Note that the two lateral channels in both simulations A
and B have the same combined length~8.4 cm!. However,
the zero frequency in simulation B~around 2.4 kHz seen in
Fig. 10! is much lower than that in simulation A~around 4
kHz seen in Fig. 9! where the lateral channels were also of
unequal length but uniform area. The nonuniformity of the
area function effectively increases the combined length, re-
sulting in a lower frequency for the zero. This implies that, in
real speech production, the lateral channels do not need to be
as long as 8 cm to produce zeros in the 2–3-kHz range. It is
interesting to note that the zero at 2.4 kHz corresponds
roughly to a first type of zeros of a combined length of 14.6
cm if the lateral channels are of uniform area. This length is
close to that required in Prahler’s work~16 cm! to produce
zeros in the range of 2–3 kHz.

C. Supralingual cavity

The addition of the supralingual cavity to the model re-
sults in the acoustic response function shown in Fig. 11.
Uniform simple-tube data were used for the whole vocal
tract except the lateral channels, for which real area data was
used. The supralingual cavity, as a side branch, gives rise to
an additional zero around 2.8 kHz. The frequency of the zero
corresponds to the first quarter-wavelength resonance of a
supralingual cavity of length 3.1 cm. The two pole–zero
pairs cluster in the range of 2–3 kHz, which coincides with
the range ofF3 –F4 for vowels. The prominence of the
nearby formants (F3 andF4) is weakened by the presence
of the zeros.

In the production of the lateral sounds, the supralingual
cavity is, of course, not uniform in area. In most cases, the
supralingual cavity has a tapering area function towards the
lingual–alveolar constriction. This tapering actually de-
creases the effective length of the supralingual cavity,

thereby increasing its corresponding zero frequencies, as
shown by the solid line in Fig. 12. In this case, the real area
function of the supralingual cavity was used.

Also shown in Fig. 12 is the acoustic response function
calculated when the real area function was used for the
whole vocal tract. The pole values are slightly changed as the
real area function reflects more fine features which the
simple-tube data fail to include. These changes in the loca-
tions of the poles and zeros, although small, significantly
change the spectral shape, especially the relative prominence
of the pole–zero cluster in the range of 2–4 kHz.

V. DISCUSSION

The simple tube model of American English /l/ pre-
sented in this paper shows that both the supralingual cavity
and the presence of two lateral channels result in pole–zero
clusters aroundF3 and above. In the spectrum of the word-
final /l/ in ‘‘bell’’ shown in Fig. 3, the pole–zero clusters
weakenedF3 andF4, thereby resulting in a fairly flat spec-
trum between 1600 and 3400 Hz. In Fig. 13, we show the
long-term average power spectrum of the acoustic data of the
sustained /l/ produced from the same speaker. In the sus-
tained /l/ spectrum,F3 andF5 have been weakened consid-
erably by zeros andF4 is still evident around 3700 Hz. One
possible source of the variability in the /l/ spectral shape is

FIG. 11. Vocal-tract acoustic response function for simple-tube model with
two nonuniform lateral channels of equal length and a uniform supralingual
cavity.

FIG. 12. Vocal-tract acoustic response function for the simple-tube model
with two nonuniform real lateral channels and a nonuniform supralingual
cavity ~solid line!, and vocal-tract acoustic response function when the real
area function for the entire vocal tract~dash-dotted line! was used.

FIG. 13. Measured spectrum of sustained /el/ sound~solid line!, and pre-
dictions from measured vocal-tract area function with corrections for effects
of the source and the radiation~dash-dotted line!.
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the relative movement of the poles and zeros. Figure 12 has
shown that the movement of the poles significantly affects
the overall spectral shape. In the simulations, we have shown
that the asymmetry of the lateral channels can contribute
zeros to the spectrum. The zero frequencies depend on the
whole area functions of the lateral channels, and therefore
are very sensitive to the changes in either the channel length
or the area at one point. This sensitivity will lead to a large
variability in the zero location and therefore in the overall /l/
spectral shape.

To compare the simulations with the real power spec-
trum, the sound spectrum is estimated by adding the effects
of the source and radiation as discussed in Stevens~1998! to
the acoustic response function calculated by VTAR~dash-
dotted line in Fig. 12!. The resulting spectrum is shown in
Fig. 13 in comparison with the measured power spectrum of
the sustained /l/. The two spectra compare well in their spec-
tral shape, especially in the frequency locations of the reso-
nances and the zeros. The first and second formants and the
peaks around 3700 and 4600 Hz in the sound power spec-
trum are accurately predicted by VTAR. The pole–zero clus-
ter in the predicted spectrum that is due to the lateral chan-
nels coincide with the ripples in the same range~2000 to
3500 Hz! in the real power spectrum. The predicted zero due
to the supralingual cavity occurs during the relatively flat
part of the spectrum in the region between 3700 and 4600
Hz. This agreement is not surprising given that the acoustic
modeling is based on the same speaker’s MRI data. In fact,
the agreement between the power spectrum and the model
prediction is quite good considering that the acoustic and
MRI data were recorded at different times. The main differ-
ence is the prominence of resonances and antiresonances
aboveF2. The predicted bandwidths of these poles and zeros
are much narrower than those observed in the power spec-
trum. It is possible that some losses related to the air passage
through the narrow lateral channels are either not modeled or
are underestimated in Eq.~2!. In addition, there were some
errors involved in estimating the lengths and areas of the
lateral channels and supralingual cavity, as discussed in Sec.
III. Particularly, since the speaker’s teeth have not been su-
perimposed on the MRI slices, the cross-sectional areas of
the lateral channels may be overestimated. Smaller areas of
the lateral channels will result in more loss, which could
reduce further the prominence of the poles and zeros in the
cluster region.

VI. CONCLUSION

A vocal-tract model with parallel lateral channels and a
supralingual cavity has been developed in this study. Theo-
retical analysis based on uniform lateral channels shows that
lateral channels may produce two types of zeros. The first

type of zeros occurs at frequencies at which most of the input
airflow circulates around the lateral channel loop. The sec-
ond type of zeros occurs at frequencies at which the sound
waves at the outlet of the two channels are 180° out of phase
with each other. Simulations based on both simple-tube data
and real data~for the lateral channels only! show that lateral
channels of small length~less than 4 cm! can produce zeros
in the range of 2–3 kHz, if they have nonuniform areas. The
addition of the supralingual cavity introduces another pole–
zero pair in the 2–5 kHz range. Thus, this model shows that
both the lateral channels and the supralingual cavity are pos-
sible causes of the pole–zero clusters in theF3 –F5 region
during /l/ sound production.
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Using the Speech Transmission Index for predicting non-native
speech intelligibility
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While the Speech Transmission Index~STI! is widely applied for prediction of speech intelligibility
in room acoustics and telecommunication engineering, it is unclear how to interpret STI values
when non-native talkers or listeners are involved. Based on subjectively measured psychometric
functions for sentence intelligibility in noise, for populations of native and non-native
communicators, a correction function for the interpretation of the STI is derived. This function is
applied to determine the appropriate STI ranges with qualification labels~‘‘bad’’–‘‘excellent’’ !, for
specific populations of non-natives. The correction function is derived by relating the non-native
psychometric function to the native psychometric function by a single parameter~n!. For listeners,
then parameter is found to be highly correlated with linguistic entropy. It is shown that the proposed
correction function is also valid for conditions featuring bandwidth limiting and reverberation.
© 2004 Acoustical Society of America.@DOI: 10.1121/1.1647145#

PACS numbers: 43.70.Kv, 43.71.Hw, 43.71.Gv@KWG# Pages: 1281–1291

I. INTRODUCTION

The intelligibility of speech is generally considered to
depend on the characteristics of the talker and the listener,
the complexity of the spoken messages, and the characteris-
tics of the communication channel. Objective speech intelli-
gibility predictions models have been shown to accurately
predict the influence of the communication channel charac-
teristics on speech intelligibility. An example of such a
model is the Articulation Index~AI ! model ~French and
Steinberg, 1947; Kryter, 1962!, and more advanced models
based on the AI, such as the Speech Intelligibility Index~SII;
ANSI, 1997! and the Speech Transmission Index~STI; IEC,
1998; Steeneken and Houtgast, 1980; Steeneken and Hout-
gast, 1999!.

In some cases, the overall speech intelligibility that is
experienced is clearly affected by factors other than the
physical characteristics of the channel. Individual talker dif-
ferences~Bradlow et al. 1996; Hood and Poole, 1980! and
message complexity~Pollack, 1964! were already men-
tioned. Other examples are individual differences in speaking
style ~Pichenyet al. 1985! and hearing loss~Plomp, 1978!.

An important determining factor for speech intelligibil-
ity is language proficiency, of talkers~van Wijngaarden
et al., 2002a! as well as listeners~van Wijngaardenet al.,
2002b!. Learning a language at a later age results in a certain
degree of limitation to language proficiency~Flege, 1995!.
So-called non-native speech communication is practically al-
ways less effective than native communication. The intelli-
gibility effects of non-native speech production and non-
native perception show an interaction with speech
transmission quality~the quality of the channel!. Speech de-
grading influences such as noise~Buuset al., 1986; Floren-
tine et al., 1984; Florentine, 1985! and reverberation~Ná-

belek and Donahue, 1984! aggravate the intelligibility effects
of non-native speech communication.

For various applications, it would be very useful to have
an objective, quantitative intelligibility prediction method
that is capable of dealing with non-native speech. In Sec. II
of this article, the suitability of existing objective speech
intelligibility prediction models for non-native applications
is discussed.

Section III continues by proposing a way in which the
Speech Transmission Index~STI! can be used in various
non-native scenarios. Section IV contains a validation of this
approach for speech in noise, bandwidth limiting, and rever-
beration.

II. SUITABILITY OF OBJECTIVE INTELLIGIBILITY
PREDICTION MODELS FOR NON-NATIVE SPEECH

A. Speech transmission quality versus speech
intelligibility

Speech intelligibility can be thought of as the success
that a source and a receiver~talker and listener! have in
transmitting information over a channel. Each unique talker–
listener pair has a certain potential for transmitting messages
of a given complexity. The quality of the transmission chan-
nel determines how much of this potential is realized. A typi-
cal transmission channel could be a phone line, a public ad-
dress system, or the acoustic environment of a specific room.

Objective prediction models are especially good in
quantifying speech transmission quality. The influence of
factors determining speech intelligibility related to talkers
and listeners, rather than the channel, has been incorporated
to a lesser degree. A proficiency factor has been proposed
~Pavlovic and Studebaker, 1984! for incorporating talker-
and listener-specific factors into the framework of the articu-
lation index, but this has not been developed to a level where
practically useful predictions can be obtained.a!Electronic mail: vanwijngaarden@tm.tno.nl
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To predict the intelligibility of non-native speech, the
interaction between speech transmission quality and lan-
guage proficiency~quantified, for instance, by a linguistic
entropy measure! of talkers and listeners needs to be studied.

B. Features of the SII, STI, and SRS models

At least three speech intelligibility prediction models
presented in open literature show promise for predicting the
effects of non-native factors: the Speech Intelligibility Index
~SII; ANSI, 1997!, the Speech Transmission Index~STI;
IEC, 1998!, and the Speech Recognition Sensitivity~SRS;
Müsch and Buus, 2001a! models. Features of each separate
model that are related to suitability for non-native applica-
tions are summarized in this section.

1. The Speech Transmission Index (STI)

The Speech Transmission Index combines the general
concept of the articulation index with the observation that
speech intelligibility is related to the preservation of the en-
velope spectrum of speech. The transmission quality of a
channel is characterized by its modulation transfer function
~MTF!, which quantifies distortions in both the time and fre-
quency domain~Houtgast et al., 1980!. The MTF is ex-
pressed as a matrix, giving a modulation indexm as a func-
tion of 7 octave bands~125–8000 Hz! and 14 modulation
frequencies~0.63–12.5 Hz!. For conversational speech, us-
ing a wider range of modulation frequencies~up to 31.5 Hz!
gives more accurate STI results in the presence of reverbera-
tion ~van Wijngaarden and Houtgast, 2003!.

The STI is purely a measure of speech transmission
quality: it indicates to which degree the channel allows talk-
ers and listeners to fulfill their potential for speech commu-
nication. Individual properties of talkers and listeners are not
taken into account. The relation between STI and speech
intelligibility has been verified and documented using vari-
ous speech intelligibility measures~e.g., Houtgast and
Steeneken, 1984!.

To facilitate the use of the STI as an acceptability crite-
rion, qualification labels~‘‘bad’’–‘‘excellent’’ ! have been at-
tached to ranges of STI values~Table I!. The ranges of Table
I are based on the relation between STI and intelligibility for
normal hearing, native subject populations, pragmatically
taking ‘‘round’’ STI values as the category boundaries~ISO,
2002!.

Commercially available measuring devices and measur-
ing software can be used forin situ STI measures, or the STI
can be calculated from theoretical knowledge of the channel
~such as the output of room acoustics simulation software!.

2. The Speech Intelligibility Index (SII)

The SII is an extension of a widely used version of the
articulation index~Kryter, 1962! by incorporation the find-
ings of Pavlovic, Studebaker, and others~e.g., Pavlovic,
1987; Pavlovic and Studebaker, 1984; Studebakeret al.,
1987!. Instead of the MTF, the SII uses a band audibility
function ~based on the speech-to-noise ratio as a function of
frequency! to quantify the contributions of different fre-
quency bands to speech intelligibility.

The contribution of different frequencies to the SII is
given by a frequency importance function. The ANSI stan-
dard associates different frequency importance functions
with different measures of speech intelligibility. This means
that the SII is not just a measure of speech transmission
quality: it is designed to predict intelligibility according to
different evaluation methods. Different SII values may be
calculated for the same channel, depending on the chosen
frequency importance function.

Poor communication is associated with SII below 0.45;
good communication yields an SII in excess of 0.75.

3. The Speech Recognition Sensitivity (SRS) model

The SRS model, which uses statistical decision theory to
explain how information is used across frequency, has quite
recently been proposed, and has been shown to accurately
predict intelligibility in a number of cases~Müsch and Buus,
2001a; 2001b!. The SRS model explicitly includes listener-
related factors that determine intelligibility, such as the
power of ‘‘cognitive noise’’ that can be adjusted to fit the
listener population. The predictability of the speech material
~number of response alternatives in a recognition task! is also
included in the model. The model can be applied to~quali-
tatively! explain the relation between linguistic entropy and
speech intelligibility ~see also Bronkhorstet al. 2002; van
Rooij, 1991; van Wijngaardenet al., 2002b!. This is an at-
tractive feature in the context of non-native speech commu-
nication, where linguistic entropy tends to be an important
variable.

4. STI, SII, and SRS in relation to non-native speech

Of the prediction models described above, the SRS
model is theoretically best equipped for dealing with non-
native speech. Effects of non-native speech communication
can be integrated directly through the model parameters. De-
spite the elegance of such a solution, the choice was made to
base the approach proposed in this paper on the STI~in a
manner to allow easy adaptation to the SII!, not the SRS. The
main reason is that, in order to make the results of our study
as readily applicable as possible, a prediction method is
sought that can be integrated seamlessly with tools already
widely used to predict speech intelligibility, by researchers as
well as engineers. The fact that the SRS method has~yet! to
prove its validity and applicability as an operational tool out-
weighs, for the purposes of the current study, its theoretical
appeal.

TABLE I. Relation between STI and qualification labels.

Label STI lower boundary STI upper boundary

Bad ¯ 0.30
Poor 0.30 0.45
Fair 0.45 0.60
Good 0.60 0.75
Excellent 0.75 ¯

1282 J. Acoust. Soc. Am., Vol. 115, No. 3, March 2004 van Wijngaarden et al.: STI and non-native speech intelligibility



III. PROPOSED CORRECTION OF THE STI
QUALIFICATION SCALE FOR NON-NATIVE SPEECH
COMMUNICATION

A. Rationale for correcting the qualification scale

Modifying the STI method by including a proficiency
factor ~Pavlovicet al., 1984! may seem attractive at first. It
would change the index from a measure of speech transmis-
sion quality into more of an overall intelligibility predictor.
However, the STI is commonly used to characterize commu-
nication channels~rooms or equipment!, often for verifica-
tion against certain minimum criteria~ISO, 2002!. A talker-,
listener-, or message-dependent STI may correlate better
with intelligibility, but may also create confusion: the same
channel can be characterized by various STI values, depend-
ing on factors other than the channel.1

We therefore propose to leave the STI calculation and
measurement procedures unchanged. Instead, our approach
is to make theinterpretationof the STI dependent on lan-
guage proficiency. This is done by correcting the qualifica-
tion scale~Table I! for non-native speech communication.
For each population of talkers and listeners, a specific cor-
rection applies, which makes sure that the qualification labels
~‘‘bad’’–‘‘excellent’’ ! correspond to the same speech intelli-
gibility as they normally do for native speech.

B. Method for correcting the qualification scale

1. Principles of the correction function

The key to relating the STI to non-native intelligibility
lies in the difference between the psychometric functions for
native and non-native speech recognition. The psychometric
function p(r ) gives the percentage of correctly recognized
test units~phonemes, words, or sentences!, as a function of
an independent variabler, which is a physical measure of
speech degradation~such as speech-to-noise ratio, SNR!. In
cases where the independent parameter has a monotonic re-
lationship with the STI, a correction function can be derived
that relates a calculated or measured~‘‘native’’ ! STI, to a
‘‘non-native STI’’ that is required to obtain the same intelli-
gibility in case of non-native communication. This correction
function can then be applied to the qualification scale bound-
aries, relating the standard STI to the proper qualification
labels for non-native communication. Please note that the
correction function is used to calculate therequired STI to
achieve a certain level of intelligibility, not to change the STI
value itself.

Figure 1 is a visual representation of a correction func-
tion, where the independent variabler is the speech-to-noise
ratio. The noise spectrum is presumed to be equal to the
long-term average speech spectrum, and no speech degrad-
ing influences other than noise are present. This results in a
simple relation between STI and SNR, represented by the
double horizontal axis labeling. The L1 and L2 psychometric
curves in Fig. 1 are fictitious. Intelligibility qualifications
~Table I! represent different levels of intelligibility~the ver-
tical axis in Fig. 1!. By following the arrows, the required
native STI to reach a certain level of intelligibility is trans-
lated into a required non-native STI, that corresponds to the
same intelligibility.

Functionsf (r ) to calculate the STI for different choices
of physical parameterr, such as bandwidth, speech-to-noise
ratio ~SNR!, and reverberation times, are known. The opera-
tions visualized by Fig. 1 can only be carried out mathemati-
cally if the relation f (r ) is reversible, meaning that Eq.~1!
must be a unique function

r 5 f 21~STI!. ~1!

This is, for instance, the case for additive noise that has the
same long-term spectrum as speech, provided that no other
speech degrading factors are present~the case of Fig. 1!. The
SNR then fully determines the STI, so each value of the STI
corresponds to a single SNR.2 All that is needed to calculate
a correction function is a model of the psychometric func-
tions shown in Fig. 1. Of the possible choices for indepen-
dent variabler, the SNR is the easiest and most directly
accessible option, and will be used throughout this paper.

After mathematically deriving~or numerically imple-
menting! the correction of Fig. 1, it can be applied to the STI
boundaries of Table I. For each population of L2 talkers and
listeners, the correction function will be different, leading to
specific versions of Table I.

2. Deriving the correction function from psychometric
function models

Assuming that the psychometric function for native~L1!
speech may be approximated by a cumulative normal distri-
bution ~e.g., Versfeldet al., 2000!, it is best described by

pL1~r !5FS r 2mL1

sL1
D , ~2!

whereF(z) is the standardized cumulative normal distribu-
tion, mL1 andsL1 are the mean and standard deviation of the
distribution for fully native speech, respectively. A straight-
forward way to derive a correction function is to assume that
Eq. ~2! also holds for non-native speech, in which casemL2

andsL2 will depend on the average proficiency level of the
population. By solvingpL15pL2 , substituting Eq.~1!, a
correction function as given in Eq.~3! is obtained

FIG. 1. Schematic representation of the procedure for deriving a correction
function for non-native interpretation of the STI. The psychometric curves
are fictitious, but representative of those found when measuring native and
non-native sentence intelligibility.
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STIL25 f S sL2S f 21~STIL1!2mL1

sL1
D1mL2D . ~3!

Thus, assuming that, for a certain type of test that measures
intelligibility as a function ofr, mL1 , andsL1 are known, the
information needed to correct a required STIL1 into an
equivalent required STIL2 is a specification of the L2 popu-
lation in terms ofmL2 andsL2 .

Earlier results show thatmL2 andsL2 , when estimated
as two separate parameters, are not independent. They tend
to be highly correlated: when the mean of the psychometric
function shifts, the slope also changes. This is related to the
behavior of L1 and L2 psychometric functions near 0% in-
telligibility. In all cases, intelligibility starts to ‘‘build up’’
from 0% around the same SNR, for listeners~van Wijn-
gaardenet al., 2002b: Fig. 11! as well as talkers~van Wijn-
gaardenet al., 2002a: Fig. 6!. In other words, L1 and L2
psychometric curves share a common origin~in Fig. 1
around212 dB!. The most likely reason is that the detection
threshold for L1 and L2 speech is the same; hence, contribu-
tions to intelligibility are expected from the same SNR~the
detection threshold! upward. However, as the SNR increases,
intelligibility rises more quickly for L1 than L2 subjects,
causing the psychometric functions to diverge. This suggests
that, instead of estimating the two parametersmL2 andsL2 ,
the L2 psychometric function can be derived from the L1
psychometric function using a single parametern, according
to Eq. ~4!

pL2~r !512~12pL1~r !!n. ~4!

The parametern ~cf. Boothroyd and Nittrouer, 1988! can
assume any value between 0~no speech recognition at all!
and 1~native speech communication!, and quantifies the de-
gree to which non-native intelligibility is able to keep up
with native intelligibility as the SNR increases, from the de-
tection threshold upward. A family of psychometric func-
tions according to Eq.~4!, derived from a L1 psychometric
function that follows a normal distribution, is shown in
Fig. 2.

It appears that Eq.~4! describes earlier experimental
data very well, with only one parameter~n! instead of two

(mL2 andsL2), while allowing a very intuitive interpretation.
Another advantage has to do with artifacts at low SNRs
when calculating the STI correction function. Small errors in
estimates ofm ands may lead to an L2 psychometric func-
tion that is locally higher than the L1 function. Although the
difference in intelligibility at these SNRs is very small, the
effect on the correction function according to Eq.~3! can be
noticeable.

A disadvantage of Eq.~4! is that a correction equation
cannot be obtained in mathematically closed form by simply
solvingpL15pL2 , if the L1 psychometric curve is modeled
as a cumulative normal distribution@Eq. ~1!#. Sometimes the
logistic function is used as an approximation of the cumula-
tive normal distribution~e.g., Versfeldet al., 2000!. In that
case, the correction function in closed form can be calculated
~see the Appendix!. However, due to differences around the
tails of the distribution, small but noticeable deviations in the
calculated correction function are observed compared to a
correction function based on the cumulative normal distribu-
tion.

A numerical implementation of the correction function
as a function ofn was easily realized, based on Eqs.~1!, ~2!,
and ~4!, following the procedure visualized in Fig. 1. This
numerical implementation was used to calculate the correc-
tion functions used in this study.

3. Complexity of test material to use for measuring
psychometric functions

Message complexity and context effects are always key
factors for speech intelligibility~Pollack, 1964!, but espe-
cially when non-native listeners are involved. Context effects
influence speech intelligibility differently for non-natives
than for natives~e.g., Mayoet al., 1997; van Wijngaarden
et al., 2002b!. This means that a correction function as visu-
alized in Fig. 1 depends on the amount of contextual infor-
mation in the test material.

Our aim for the correction function is to allow interpre-
tations of the STI for non-natives in the same way as for
natives, in practical situations where non-native talkers or
listeners are involved. This means that the test material used
to obtain correction functions must contain the same sources
of contextual information that are also expected in practice
~telephone conversations, public address messages, etc.!.
Correction functions based on, for instance, psychometric
curves for phoneme recognition would have little practical
meaning; differences in use of contextual information would
simply not be included in the correction. A suitable choice of
test material, representative of common situations involving
non-natives, seems to be a corpus of everyday sentences,
carrying a representative amount of semantic, syntactic, and
lexical redundancy.

The corrections used in this paper are all based on psy-
chometric functions obtained using an implementation of the
Speech Reception Threshold~SRT! procedure~Plomp and
Mimpen, 1979!. The SRT is the SNR at which the intelligi-
bility of short, redundant sentences is 50%. Additional mea-
surements, at fixed SNRs around the SRT, were used to es-
timate the slope of the psychometric function~van

FIG. 2. Examples of L2 psychometric functions derived from a cumulative
normal L1 psychometric function~m522,s53!, according to Eq.~4!, for
n50.8, n50.4, n50.2, andn50.1.

1284 J. Acoust. Soc. Am., Vol. 115, No. 3, March 2004 van Wijngaarden et al.: STI and non-native speech intelligibility



Wijngaardenet al., 2001!. The speech recordings that were
used were part of the VU corpus~male talker! of SRT sen-
tences~Versfeldet al., 2000!.

C. Qualification labels for non-native listeners

1. Correction functions for different populations of
listeners

To summarize the previous section: a correction of the
qualification scale can be derived from any study that results
in native and non-native intelligibility of everyday sentences,
as a function of SNR. Several studies yielding such results
for non-native listeners have been reported.

Florentine~1985! used the Speech Perception in Noise
~SPIN! test ~Kalikow and Stevens, 1977! to measure intelli-
gibility of high-predictability ~HP! and low-predictability
~LP! sentences, with a mixed population of 16 non-native
subjects. Results were compared to similar results for 13
native ~U.S. English! listeners. The final word in HP sen-
tences was semantically predictable, the final word in LP
sentences was not. Scoring was based only on recognition of
the final word. This makes the HP sentences a more suitable
candidate for deriving a correction function; since semantic
redundancy is important for practical non-native scenarios, it
should be reflected by the correction function.

The original data taken from Florentine~1985! are
shown in Fig. 3~a!. From the reported psychometric func-

tions ~given as Z-scores as a function of SNR!, separate val-
ues ofmL1 andsL1 were taken for HP and LP sentences, and
values ofn were obtained using a Gauss–Newton nonlinear
fitting procedure. The correction functions for HP~n50.36!
and LP~n50.50! sentences are given in Fig. 3~b!.

The difference between correction functions for high-
predictability and low-predictability sentences is clear. The
difference inn can be seen as a quantification of Florentine’s
finding that non-natives are not as able as natives to make
use of semantic redundancy.

Following an approach similar to Florentine’s, Mayo
et al. ~1997! investigated speech perception of Mexican–
Spanish-speaking listeners in English. Groups of early bilin-
guals ~bilingual-since-toddler, BST! and late bilinguals
~bilingual-post-puberty, BPP! were compared to native En-
glish subjects using the SPIN test.3 All groups consisted of
nine subjects. The original data are given in Fig. 4~a!, the
derived correction functions in Fig. 4~b!.

The correction functions differ between early bilinguals
~n50.64 for HP,n50.57 for LP! and late bilinguals~n50.15
for HP, n50.22 for LP!. The proficiency differences are re-
flected by differences inn, and in relation to that, by the
slope of the correction function.

Earlier data from trilingual non-native listeners~van
Wijngaardenet al., 2002b! yield similar results forn values

FIG. 3. ~a! Psychometric functions, in terms of Z-score as a function of
SNR, for high-predictability ~HP; n50.36, mL1522.8 dB, and sL1

52.8 dB) and low-predictability~LP; n50.50, mL150.6 dB, and sL1

54.6 dB) sentences~after Florentine, 1985!; ~b! the STI correction func-
tions derived from these psychometric functions.

FIG. 4. ~a! Psychometric functions, in terms of Z-score as a function of
SNR, for high-predictability~HP; mL1523.4 dB andsL152.8 dB) and
low-predictability ~LP; mL1520.5 dB and sL153.8 dB) sentences, for
three groups of nine subjects: monolinguals~MON!, early bilinguals~bilin-
gual since toddler, BST!, and late bilinguals~bilingual post puberty, BPP;
after Mayoet al., 1997!; ~b! the STI correction functions derived from these
psychometric functions.
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and correction functions as the data by Mayoet al. The tri-
lingual subjects were highly proficient in English, and
showed poor to moderate proficiency in German. The SRT
sentence material used to obtain these results is closest to the
HP sentences of the SPIN test. Calculated meann values are
0.21 ~German speech! and 0.52~English speech!. The corre-
sponding STI correction functions are given in Fig. 5.

2. Relation between STI and qualification labels for
non-native listeners

By applying the correction functions of Figs. 3, 4, and 5
to Table I, the STI qualification label boundaries of Table II
are obtained. From Figs. 3 and 4, the functions for HP sen-
tences are used.

Table II shows how qualitative descriptions of popula-
tions of listeners, such as early versus late bilinguals, or low-
proficiency versus high-proficiency listeners, can be used for
the interpretation of the STI. The same speech transmission
quality ~STI! leads to different qualifications of intelligibility,
depending on the population of listeners.

The SRT data behind Fig. 5 can also be related to L2
listeners’ proficiency in a quantitative way~van Wijngaarden
et al., 2002b!. Along with SRT results, estimates of linguistic
entropy were obtained using the letter guessing procedure
~LGP; Shannon and Weaver, 1949; van Rooij, 1991!. This
orthographic procedure, which measures the extent to which
subjects are able to make use of linguistic redundancy, can
be seen as a measure of proficiency, which correlates well
with non-native speech intelligibility. A strong relation be-

tween linguistic entropy and then parameter is expected.
Linguistic entropy and psychometric function estimates were
obtained separately, using different subject groups~which
where matched for L2 proficiency, age, and gender!. Unfor-
tunately, this means that LGP results from that study cannot
be related to then parameter on an individual level. How-
ever, the mean linguistic entropyL can be compared to the
mean value ofn for three different languages: native Dutch
(L50.53, n51 by definition!, English (L50.70, n50.57!,
and German (L50.87,n50.23!. The explained variance by
correlating these data (R250.995), if only on the basis of
three observations, seems promising.

To further investigate this relation, new experiments
were carried out with eight native and eight non-native lis-
teners. The non-native group consisted of L2 learners of the
Dutch language, with different language backgrounds
~American English, Amharic, German, Greek, Hungarian, In-
donesian, Polish, and Tigrinya! and different levels of profi-
ciency. All were late bilinguals, differing mainly in L2 expe-
rience. Six of the listeners could be classified as relatively
low-proficiency subjects, with average of 4 years of experi-
ence with the Dutch language, and a mean self-reported pro-
ficiency ~on a five-point scale! of 3.2. The other two subjects
were classified as high proficiency, with an average of 13
years of experience, and a self-reported proficiency of 4.5.
The native group was matched to the non-native group in
terms of age, gender, and level of education. All subjects
were between 19 and 33 years of age, and were taking part in
~or had recently completed! higher education in the Nether-
lands.

In order to be able to estimate then parameter for the
non-native subjects, individual psychometric functions were
measured for all 16 listeners. Sentences in noise were pre-
sented at five fixed SNRs, centered around the SRT with
2-dB intervals. The mean percentage of correctly recognized
sentences was measured using 13 sentences per SNR, after
which the psychometric function was fitted. This procedure
was repeated three times with each listener; the mean of
these three fits was taken to obtain a more accurate estimate.

For the native subjects, the psychometric function was
assumed to be a cumulative normal distribution. The mean
native psychometric function in this experiment is described
by mL1524.38 dB andsL152.20 dB. For each individual
non-native listener, the psychometric function was related to
the mean native psychometric function according to Eq.~4!,
by fitting then parameter.

A significant correlation was found between linguistic

FIG. 5. STI correction functions for trilingual Dutch listeners of German
~low proficiency, n50.21! and English~high proficiency,n50.52!; mL1

520.50 dB andsL153.21 dB~after van Wijngaardenet al., 2002b!.

TABLE II. Relation between STI and qualification labels for non-native listeners, after correction according to
Figs. 4 and 6~HP sentences!, and Fig. 7. The text ‘‘.1’’ indicates that an STI greater than 1 would be required,
meaning that this qualification cannot be reached.

STI label
category
boundary Standard

Florentine
~1985!

Mayo et al. ~1997! van Wijngaardenet al. ~2002!

BST
~early!

BPP
~late! English German

Bad–poor 0.30 0.36 0.33 0.44 0.33 0.38
Poor–fair 0.45 0.57 0.50 0.74 0.50 0.60
Fair–good 0.60 0.79 0.68 .1 0.68 0.86
Good–excellent 0.75 .1 0.86 .1 0.87 .1
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entropy and then parameter on an individual level (R2

50.74). The means of the native, high-proficiency, and low-
proficiency subjects in this experiment are given in Fig. 6,
along with the means from the earlier experiments in Ger-
man ~low proficiency! and English~high proficiency!.

As seen in Fig. 6, linguistic entropy estimates are found
in the 0.50–0.60 range for native subjects; linguistic entropy
is higher for non-natives. Despite the differences in test lan-
guages and language backgrounds of the listeners, the data
from the two experiments seem to fit the same relation be-
tween linguistic entropy and then parameter. The importance
of this relation lies in the fact that the experimental proce-
dures to determine a subject’s linguistic entropy requires
only a fraction of the time needed to assess then parameter
on an individual basis. Through then parameter, the inter-
pretation of the STI for non-natives can be derived from
linguistic entropy estimates.

D. Qualification labels for non-native talkers

Psychometric functions describing the intelligibility of
foreign-accented speech are similar to the ones observed for
non-native listeners, although non-native speech production
tends to have a smaller overall impact on speech intelligibil-
ity than non-native perception.4 Previously reported data on
talkers from four different categories of accent strength
~numbered I–IV, ranging from ‘‘native’’ to ‘‘severe accent’’!
were used to calculate STI correction functions~Fig. 7!. The
resulting STI label categories are given in Table III.

Figure 7 and Table III are based on data obtained with
native listeners. Translation of the STI to objective qualifica-
tion labels when non-native talkersand non-native listeners
are involved is not possible using Tables II and III, due to
interaction effects. The overall intelligibility may be higher
than expected when simply adding up the individual effects
of non-native talking and non-native listening. This so-called
interlanguage speech intelligibility benefit may occur when
the native language of talker and listener is the same, but
also if their language background is different~Bent and Bra-
dlow, 2003!.

IV. VALIDATION OF THE QUALIFICATION SCALE
CORRECTION

A. Validation issues

If speech is degraded by additive, steady-state noise
only, there is little reason to question the validity of the cor-
rection functions described above. With the already-
mentioned limitations regarding the amount of contextual in-
formation in the intelligibility test material, the approach of
correcting the required STI for a certain level of intelligibil-
ity ~by finding the STI value that leads to equal intelligibility
for non-native communication! should work by definition.
However, in the presence of speech degrading influences
other than steady-state noise, the validity of this approach
remains to be proven. Two important sources of speech deg-
radation are bandwidth limiting and reverberation.

Using the STI correction functions for non-native speech
communication in cases where the SNR depends on fre-
quency implies the assumption that the relative importance
of all frequency bands is the same as for native speech. The
validity of this assumption is verified by measuring speech
intelligibility of bandwidth-limited speech in noise for non-
native and native listeners.

In case of reverberation, the STI model expressed the
degree of speech degradation in terms of an ‘‘equivalent
speech-to-noise ratio,’’ which is calculated through the
modulation transfer function~MTF!. Again, the correction
function approach is only valid under the assumption that

FIG. 6. Relation between mean linguistic entropy and then parameter, for
Dutch learners of German and English~20 subjects! and learners of Dutch
from various language backgrounds~two high-proficiency listeners, six low-
proficiency listeners;R250.98).

FIG. 7. STI correction functions for L2 talkers of the Dutch language, for
different degrees of foreign accent strength~cat. I–cat. IV; van Wijngaarden
et al., 2002a!. Category I means that the talker has~virtually! no foreign
accent, category IV means that the accent is severe~see Table III for the
corresponding values ofn, mL1 , andsL1).

TABLE III. Relation between STI and qualification labels for non-native
talkers differing in degree of foreign accent, after correction according to
Fig. 7. The text ‘‘.1’’ indicates that an STI greater than 1 would be re-
quired, meaning that this qualification cannot be reached. The meann value
for each category is also given (mL1520.50 dB,sL153.21 dB).

STI label
boundary

Category: Standard STI
~Cat. I!

Cat. II
~n50.67!

Cat. III
~n50.48!

Cat. IV
~n50.32!

Bad–poor 0.30 0.32 0.34 0.36
Poor–fair 0.45 0.49 0.52 0.56
Fair–good 0.60 0.66 0.71 0.79
Good–excellent 0.75 0.85 0.91 .1
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this MTF-based operation is equally valid for non-native as
for native communicators. To investigate this, speech intelli-
gibility is measured under reverberant conditions, with na-
tive and non-native listeners.

Once intelligibility measurements in bandwidth-limited
and reverberant conditions have been carried out, there is a
straightforward procedure to investigate whether the validity
of the proposed correction functions extends to these condi-
tions. The correction functions are based on measures of
speech intelligibility as a function of STI~Fig. 1!. However,
the only independent parameter@r in Eq. ~1!# that was varied
to obtain different values of the STI was the speech-to-noise
ratio. When bandwidth limiting and reverberation come into
play, the relation between intelligibility and STI~native and
non-native! must remain the same as the noise-only case for
the correction functions to remain valid.

In other words: regardless of the type of degradation, a
certain level of intelligibility ~such as 50% intelligibility of
sentences! must always correspond to the same STI. This
was one of the design objectives for the STI method, and
normally found to be true for native speech~Steeneken and
Houtgast, 1980!. For the proposed correction functions to be
valid, the same must be true for non-native speech. Maintain-
ing the same, consistent relation between~corrected! STI and
speech intelligibility~the same for bandwidth limiting and
reverberation as for noise-only! is a necessary and sufficient
condition for validity.

B. Effects of bandwidth limiting

The same 16 listeners who participated in the SRT and
LGP experiments reported above and shown in Fig. 6 took
part in an experiment consisting of SRT measurements in
bandwidth-limited conditions. The experiments were carried
out in Dutch, using the eight Dutch subjects to obtain a na-
tive baseline. The eight non-native listeners were treated as a
single group, and were all presented with the same condi-
tions as the native listeners. SRT sentences pronounced by a
single male Dutch speaker were used, in a wideband condi-
tion as well as three bandwidth-limited conditions. The
bandwidth-limited conditions offered a bandwidth of 4 oc-
taves ~500-Hz–4-kHz bands!, 3 octaves ~500-Hz–2-kHz
bands! and 2 octaves~1-kHz and 2-kHz bands!. Complemen-
tary stop-band noise was added to the bandlimited speech, to
prevent spreading of information into adjacent bands through
nonlinear auditory phenomena.

In each of the conditions, the SRT was measured~the
SNR corresponding to 50% sentence intelligibility!. The cor-
responding STI was calculated, based on the available band-
width and the SNR resulting from the SRT measurement.
Because the SRT is the SNR corresponding to a fixed level
of intelligibility ~namely 50%!, the ‘‘STI at the SRT’’ should
be a constant value for the proposed correction function ap-
proach to be valid; as indicated in the previous section, this
is a necessary and sufficient condition for validity. Results
are given in Fig. 8.

For non-native as well as native listeners, the STI at the
SRT is fairly constant. With the exception of the difference
between the wideband and the three-octave condition for the
native group, none of the within-group differences in Fig. 8

is statistically significant (p,0.05). The average across all
bandwidth-limited conditions~native and non-native consid-
ered separately! does not differ significantly from the wide-
band condition. This means that the proposed approach is
also valid for bandwidth-limited conditions. To further illus-
trate this, Table IV compares corrected native STI values to
the non-native STI values as shown in Fig. 8. The close
correspondence between corrected native STI and measured
non-native STI demonstrates that the correction function can
indeed be used in conditions featuring noise as well as band-
width limiting.

The mean native STI results fall in the range between
0.30 and 0.45, leading to a classification of ‘‘poor’’ according
to the standard table~Table I!. The mean non-native results
for each condition would be~incorrectly! categorized as
‘‘fair.’’

Then value for each non-native listener was determined
in a separate experiment, following the procedure described
above in relation to Fig. 6. Using the mean value of then
parameter across all L2 listeners~n50.33!, a correction func-
tion for this population of non-native listeners was obtained.
After applying this correction function, the L2 results cor-
rectly fall into the ‘‘poor’’ category~the corresponding STI
range after correction is 0.37,STI,0.59!.

C. Effects of reverberation

In addition to bandwidth-limiting conditions, SRT ex-
periments were carried out in conditions featuring reverbera-
tion. The same subjects participated, and speech material by
the same talker was used.

FIG. 8. STI at the SRT, for conditions with and without bandwidth limiting.
The dotted lines indicate the maximum STI at each bandwidth, as a function
of the SNR. The errorbars indicate the standard deviation (N524; 8 listen-
ers, each 3 SRT measurements per condition!.

TABLE IV. ‘‘STI at the SRT’’ results with and without bandwidth limiting,
for non-native and native subjects. STI means and s.d.’s are calculated
across 8 subjects, 3 observations per condition.

Condition

L1 STI
L1 STI after
correction L2 STI

Mean s.d. Mean s.d. Mean s.d.

Wideband 0.35 0.03 0.44 0.05 0.47 0.07
4 octaves 0.39 0.05 0.50 0.07 0.51 0.07
3 octaves 0.39 0.04 0.50 0.06 0.47 0.08
2 octaves 0.35 0.06 0.44 0.09 0.46 0.13
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To obtain conditions differing in early decay time
~EDT!, but with as little other differences as possible, the
same highly reverberant room was used for all conditions.
The only difference between conditions was the amount of
acoustic absorption material in the room. Impulse responses
with a length of approx. 1.5 s were recorded in each condi-
tion, and stored digitally. From these impulse responses, the
EDT was measured in each octave band.

In order to be able to present reverberant speech to the
subjects without physically having to change the acoustic
properties of the reverberant room between conditions, the
prerecorded impulse responses were used for the stimulus
presentations. The SRT test sentences were convolved with
the impulse responses in real time, using an overlap-add pro-
cedure. All stimuli were presented diotically, excluding bin-
aural effects~for which the STI has not been validated! from
the experiment. For the experiment, conditions with EDTs
between approx. 0.5 and 2 s were used. The eight native
subjects all participated in the same conditions. The differ-
ences in proficiency between the L2 subjects were such that
some were able to carry out the test at longer EDTs than
others. For this reason, the same distinction between ‘‘high
proficiency’’ ~two subjects! and ‘‘low proficiency’’ ~six sub-
jects! used in Fig. 6, was again applied. Results of STI cal-

culations at the SRT as a function of EDT, similar to Fig. 8,
are given in Fig. 9.

The STI calculations underlying Fig. 9 are based on a
modulation frequency range of 0.63–31.5 Hz instead of the
standardized range~0.63–12.5 Hz!, for reasons related to
speaking style and envelope spectrum of the talker~van
Wijngaarden and Houtgast, 2003!. In earlier, similar experi-
ments concerned with the effects of reverberation, the ‘‘STI
at the SRT’’ was found to be independent of early decay time
for normal hearing as well as hearing impaired listeners~Du-
quesnoy and Plomp, 1980!.

For all three groups in Fig. 9, the STI at the SRT appears
to be independent of EDT, and~nearly! the same as for the
condition without reverberation. The mean values for the re-
verberant conditions do not differ significantly from the con-
dition without reverberation. This indicates that the same STI
always represents the same level of intelligibility, in noise as
well as reverberation, meaning that the proposed correction
function approach is valid for reverberant conditions as well.
This is illustrated by Table V, which shows that only a small
difference remains between the measured non-native STI and
the native STI after correction.

V. DISCUSSION AND CONCLUSIONS

A. The n parameter

The approach for non-native interpretation of the STI, as
proposed in this article, is based on a few novel concepts.
Perhaps the most important of these is modeling the non-
native psychometric function by relating it to the native psy-
chometric function, through a single parametern. This has
several advantages, such as its intuitive interpretation, and
the fact that this parameter can be related to linguistic en-
tropy ~which can be measured with relative ease!. Among the
disadvantages of this approach is the fact that the non-native
psychometric function, even when derived from a native
function thatis modeled as a cumulative normal distribution,
does not exactly follow such a normal distribution itself. This
causes mathematical complications, and may take away
some of its theoretical appeal. However, measurements of
the non-native psychometric function appear to be in support
of this psychometric function model. The particular way in
which differences in proficiency result in a family of psycho-

FIG. 9. STI at the SRT, for conditions with and without reverberation. The
dotted lines indicate the maximum STI at each EDT, as a function of the
SNR. The errorbars indicate the standard deviation~2 to 8 listeners, each 3
SRT measurements per condition!. The EDT in this plot is the mean EDT in
the octave bands 125 Hz–8 kHz. The STI calculation is nonstandard, and
includes modulation frequencies up to 31.5 Hz.

TABLE V. ‘‘STI at the SRT’’ results with and without reverberation, for non-native and native subjects. STI
means and s.d.’s are calculated across 8 subjects, 3 observations per condition. The early decay time given in
this table is the mean EDT across octave bands 125 Hz–8 kHz.

Early
decay

time ~s!

L1 STI

High proficiency Low proficiency

L1 STI after
correction L2 STI

L1 STI after
correction L2 STI

Mean s.d. Mean s.d. Mean s.d. Mean s.d. Mean s.d.

~no rev.! 0.35 0.03 0.38 0.03 0.40 0.03 0.48 0.05 0.49 0.05
0.59 0.35 0.04 0.39 0.04 0.40 0.03 0.49 0.05 0.45 0.05
0.75 ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ 0.47 0.04
1.00 0.36 0.03 0.39 0.03 0.41 0.02 0.49 0.04 0.46 0.02
1.22 ¯ ¯ ¯ ¯ 0.40 0.02 ¯ ¯ 0.44 0.02
1.76 0.36 0.03 0.40 0.04 0.40 0.02 0.51 0.04 ¯ ¯

2.62 0.35 0.03 0.37 0.03 ¯ ¯ 0.47 0.03 ¯ ¯
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metric curves~e.g., van Wijngaardenet al., 2002a: Fig. 6!
closely matches expectations based on differences in then
parameter. This leads us to conclude that this non-native psy-
chometric function model is the most appropriate choice for
our current purposes.

B. Effects of linguistic message content

Our correction function approach yields, by definition,
representative results if the only speech degrading factor is
steady-state noise, and if the messages have the approximate
linguistic characteristics of SRT sentences. This indicates
two specific concerns for the validity of the approach: differ-
ences in complexity of the speech material, and speech de-
grading conditions other than additive noise. Section IV dealt
with the concerns regarding other types of speech degrada-
tion. Message complexity is an issue that perhaps needs
closer consideration; differences were found between correc-
tion functions for high-predictability ~HP! and low-
predictability ~LP! sentences, indicating that differences in
semantic redundancy can result in different correction func-
tions ~Figs. 3 and 4!. However, the STI is most commonly
applied to situations where little variation in semantic redun-
dancy is expected. Moreover, deviations between the HP and
LP curves only appear to occur for subjects of quite low
proficiency, and then only on the high end of the STI scale.
In conclusion, if reasonably representative sentence material
is chosen for measurement of the psychometric curves, than
the specific details of linguistic content are considered to be
of minor importance. In Figs. 3 and 4, the HP curves are
expected to be most representative of the STI application
domain.

C. Application of the proposed approach

Any prediction of speech intelligibility for a population
of non-native talkers or listeners must always be based on
some description of this population. Preferably, this should
be a description in terms of easily observed or accessible
characteristics~such as a general categorization of L2 profi-
ciency, or severity of foreign accent!. The approach outlined
in this article is based on the use of systematically measured
psychometric functions, matched with some of these obser-
vations and characteristics~specifically accent ratings and
linguistic entropy!.

As an efficient procedure for obtaining a correction
function for non-native listeners, one could estimate the lin-
guistic entropy distribution for the target population using
the letter guessing procedure~Shannon and Weaver, 1949!.
This is a time-efficient procedure; it is feasible to collect
distributions of individual linguistic entropy for larger popu-
lations of non-native listeners, for instance, by setting up a
booth at an international airport, or even through the Internet.
Once a distribution of linguistic entropy for the target popu-
lation is known, the next step is an external choice: how do
we wish to represent this population? The mean of the dis-
tribution will be appropriate for many applications, while for
some, one may want to choose a more conservative threshold
~for instance, the 25th percentile, in which case 75% of the
population shows equal or better proficiency than the thresh-

old!. Using the relation shown in Fig. 6, the chosen entropy
threshold can be converted into the equivalent value of then
parameter, from which the corresponding correction function
can be calculated.

For talkers, a similar approach can be adopted, but based
on a distribution of proficiency self-ratings rather than lin-
guistic entropy. Combined with a categorization scheme such
as the one used in Fig. 7, self-ratings can also be translated
into equivalent values of then parameter.

In conclusion, the proposed correction function ap-
proach broadens the scope of applicability of the STI method
to include various applications involving non-natives. Obvi-
ous applications include public address systems at airports,
and auditoria used for international conferences.

APPENDIX: DERIVATION OF AN STI CORRECTION
FUNCTION BASED ON A LOGISTIC FUNCTION

Deriving a correction function based on the psychomet-
ric functions described by Eqs.~2! and ~4! involves solving
pL15pL2 , as represented by Eq.~A1!

FS r L12mL1

sL1
D512F12FS r L22mL1

sL1
D Gn

. ~A1!

The cumulative normal distributionF(@r 2m#/s) may be
approximated by a logistic function~e.g., Versfeldet al.,
2000!, such as Eq.~A5!

L~r!5
er

11er
, ~A2!

where

r5
r 2m

sAp/8
. ~A3!

By substitutingL~r! for F(@r 2m#/s) in Eq. ~A1! and solv-
ing, Eq. ~A4! is obtained

rL25 ln@~erL111!~1/n!21#. ~A4!

By substituting Eqs.~1! and ~A3! in Eq. ~4!, the correction
function Eq.~A5! is obtained

STIL25 f ~mL11sL1Ap/8 ln@~e@ f 21~STIL1!2mL1#/~sL1Ap/8!

11!~1/n!21# !. ~A5!

1Something similaralwaysapplies~even without using the proficiency fac-
tor! for the SII, since the SII depends on the type of intelligibility test it
aims to predict.

2This is only true if the SNR is between215 and115 dB. Outside this
range, the STI is~respectively! always 0 or 1, meaning that STI51 corre-
sponds to any SNR greater or equal than115. This topic is addressed later
on in this section.

3Mayo et al. ~1997! also tested a separate bilingual-since-infancy~BSI!
group. Because of the limited number of subjects in this group~3!, Mayo
et al. chose to combine their BST and BSI groups for statistical analysis.
The BSI group data are not used in this article.

4This statement is based on comparisons of SRT results between cases
where only the talker is non-native, and only the listener is non-native
~talkers and listeners of comparable proficiency!. In both cases, the speech
material is fixed; this means that the non-native talkers do not rely on their
own linguistic resources~vocabulary, syntactical knowledge, etc.!, but sim-
ply use the language that is handed to them. If the dynamics of free con-
versation are taken into consideration, the situation will be much more
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complex, and the comparison between the magnitudes of perception and
production effects may have a different outcome.

ANSI ~1997!. ANSI S3.5-1997, ‘‘Methods for calculation of the speech
intelligibility index’’ ~American National Standards Institute, New York!.

Bent, T., and Bradlow, A. R.~2003!. ‘‘The interlanguage speech intelligibil-
ity benefit,’’ J. Acoust. Soc. Am.114, 1600–1610.

Boothroyd, A., and Nittrouer, S.~1988!. ‘‘Mathematical treatment of context
effects in phoneme and word recognition,’’ J. Acoust. Soc. Am.84, 101–
104.

Bradlow, A. R., Toretta, G. M., and Pisoni, D. B.~1996!. ‘‘Intelligibility of
normal speech. I. Global and fine-grained acoustic-phonetic talker charac-
teristics,’’ Speech Commun.20, 255–272.

Bronkhorst, A. W., Brand, T., and Wagener, K.~2002!. ‘‘Evaluation of con-
text effects in sentence recognition,’’ J. Acoust. Soc. Am.111~6!, 2874–
2896.

Buus, S., Florentine, M., Scharf, B., and Canevet, G.~1986!. ‘‘Native,
French listeners’ perception of American-English in noise,’’ in Proc. Inter-
noise 86, pp. 895–898.

Duquesnoy, A. J. H. M., and Plomp, R.~1980!. ‘‘Effect of reverberation and
noise on the intelligibility of sentences in cases of presbyacusis,’’ J.
Acoust. Soc. Am.68, 537–544.

Flege, J. E.~1995!. ‘‘Second-language speech learning: Theory, findings,
and problems,’’ inSpeech Perception and Linguistic Experience, edited by
W. Strange~York, Baltimore!.

Florentine, M. ~1985!. ‘‘Non-native listeners’ perception of American-
English in noise,’’ in Proc. Internoise 85, pp. 1021–1024.

Florentine, M., Buus, S., Scharf, B., and Canevet, G.~1984!. ‘‘Speech re-
ception thresholds in noise for native and non-native listeners,’’ J. Acoust.
Soc. Am.75, S84–S84.

French, N. R., and Steinberg, J. C.~1947!. ‘‘Factors governing the intelligi-
bility of speech sounds,’’ J. Acoust. Soc. Am.19, 90–119.

Hood, J. D., and Poole, J. P.~1980!. ‘‘Influence of the speaker and other
factors influencing speech intelligibility,’’ Audiology19, 434–455.

Houtgast, T., and Steeneken, H. J. M.~1984!. ‘‘A multi-lingual evaluation of
the Rastimethod for estimating speech intelligibility in auditoria,’’ Acus-
tica 54, 185–199.

Houtgast, T., Steeneken, H. J. M., and Plomp, R.~1980!. ‘‘Predicting speech
intelligibility in rooms from the modulation transfer function. I. General
room acoustics,’’ Acustica46, 60–72.

IEC ~1998!. IEC 60268-16 2nd ed. ‘‘Sound system equipment. Part 16:
Objective rating of speech intelligibility by speech transmission index’’
~International Electrotechnical Commission, Geneva, Switzerland!.

ISO ~2002!. ISO/FDIS 9921 ‘‘Ergonomics—Assessment of speech commu-
nication’’ ~International Organization for Standardization, Geneva, Swit-
zerland!.

Kalikow, D. N., and Stevens, K. N.~1977!. ‘‘Development of a test of
speech intelligibility in noise using sentence materials with controlled
word predictability,’’ J. Acoust. Soc. Am.61, 1337–1351.

Kryter, K. D. ~1962!. ‘‘Methods for the calculation and use of the articula-
tion index,’’ J. Acoust. Soc. Am.34, 1689–1697.

Mayo, L. H., Florentine, M., and Buus, S.~1997!. ‘‘Age of second-language
acquisition and perception of speech in noise,’’ J. Speech Lang. Hear. Res.
40, 686–693.
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Intelligibility of bandpass filtered speech: Steepness of slopes
required to eliminate transition band contributions
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Despite the recognition that the steepness of filter slopes can play an important role in the
intelligibility of bandpass speech, there has been no systematic examination of its importance. The
present study used high orders of finite impulse response~FIR! filtering to produce slopes ranging
from 150 to 10 000 dB/octave. The slopes flanked 1/3-octave passbands of everyday sentences
having a center frequency of 1500 Hz~the region of highest intelligibility for the male speaker’s
voice!. Presentation levels were approximately 75 and 45 dB. No significant differences were found
for the two presentation levels. Average intelligibility scores ranged from 77% at 150 dB/octave
down to the asymptotic intelligibility score of 12% at 4800 dB/octave. These results indicate that
slopes of several thousand dB/octave may be required for accurate and unambiguous specification
of the range of frequencies contributing to intelligibility of filtered speech. In addition, the extremely
steep slopes are needed to ensure that none of the spectral components contributing to intelligibility
has its relative importance diminished by spectral tilt. ©2004 Acoustical Society of America.
@DOI: 10.1121/1.1646404#

PACS numbers: 43.71.Es@PFA#
Pages: 1292–1295

I. INTRODUCTION

When speech is filtered, sloped transition bands always
accompany the passbands. Although it is recognized that
flanking transition bands contribute to speech intelligibility
~e.g., Kryter, 1960; Mu¨sch and Buus, 2001; Stickney and
Assmann, 2001; Studebaker and Sherbecoe, 1993!, there has
been no systematic study of the effect of the steepness of
transition band slopes upon the intelligibility of bandpass
speech, nor has there been a determination of the slopes re-
quired to permit the measurement of passband intelligibility
without the confound of contributions from transition bands.

A recent series of studies has indicated that even steep
filter slopes can play a major role in determining the intelli-
gibility of narrow-band speech. When a single band of
speech consists entirely of filter slopes, it can still be highly
intelligible despite the lack of a conventional passband.
Thus, when everyday sentences were reduced to high-pass
and low-pass slopes of 48 dB/octave intersecting at 1.5 kHz,
the average intelligibility was over 95%~Bashford, Riener,
and Warren, 1992; see p. 213!. When these slopes were in-
creased to approximately 100 dB/octave in a subsequent
study, the intelligibility of the triangular band was still quite
high at 77%~Warrenet al., 1995!. These observations sug-
gested that the intelligibility of bandpass speech could be due
largely to frequencies lying outside the nominal bandwidth
as conventionally defined by the frequencies encompassed
by the passband. To test this hypothesis, Warren and Bash-
ford ~1999! separated the passbands and transition bands of
1/3-octave everyday sentences that had slopes of approxi-
mately 100 dB/octave and a center frequency of 1.5 kHz.
When intact, the bands had an intelligibility of over 95%, in
keeping with the 1995 study by Warrenet al.When the pass-

band and its pair of flanking transition bands were separated
using slopes of approximately 1000 dB/octave produced by
2000-order digital FIR filtering, it was found that the near-
ceiling intelligibility of the intact band was due chiefly to the
transition bands: the isolated 100-dB/octave transition bands
separated by a 1/3-octave gap had a much higher intelligibil-
ity ~82%! than the isolated passband~24%!. However, there
was no assurance that slopes of 1000 dB/octave were ad-
equate to eliminate all contributions to intelligibility~as we
shall see, the same sentences were used in the present study,
and it was determined that the 1000-dB/octave slopes of the
‘‘isolated’’ passbands were responsible for about half of the
intelligibility score of 24%!. When sentential context was
eliminated by substituting monosyllabic word lists for the
sentences, intelligibility dropped as would be expected. But
once more, the intelligibility of the transition bands was
more than three times greater than that of the passband
~Bashford, Warren, and Lenz, 2000!.

The present study was undertaken to determine:~1! how
intelligibility of a nominal 1/3-octave band of everyday sen-
tences~center frequency 1.5 kHz! changes as the slopes are
varied from 150 to 10 000 dB/octave;~2! the steepness of
slopes required to ensure that transition bands do not contrib-
ute appreciably to intelligibility; and~3! the intelligibility of
the 1/3-octave passband when contributions from transition
bands are absent. Separate groups of subjects received the
stimuli at passband levels of 75 and 45 dB~these levels were
chosen to span the range of moderate speech intensities!. As
will be shown, the scores obtained at the two levels were not
statistically different. The averaged scores decreased expo-
nentially with increasing slopes, reaching an asymptotic
value at 4800 dB/octave. Passbands accompanied by transi-
tion bands with 2400-dB/octave slopes had an average score
that was significantly greater than the asymptote.a!Electronic mail: rmwarren@csd.uwm.edu
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II. METHOD

A. Subjects

The 70 listeners were randomly assigned to one of two
groups of 35 members each. All were native English speak-
ers who reported having no known hearing problems. They
were recruited from introductory Psychology courses at the
University of Wisconsin-Milwaukee and were paid for their
participation.

B. Stimuli

The test sentences employed in this study were 98 of the
100 Central Institute for the Deaf~CID! ‘‘everyday’’ sen-
tences published by Silverman and Hirsh~1955!. They were
produced by a male speaker having a voicing frequency of
about 100 Hz and no evident regional accent, and were re-
corded digitally ~44.1-kHz sampling, 16-bit quantization!.
The same recording had been used in several of our previous
studies that examined the effect of slopes upon the intelligi-
bility of narrow-band speech~Bashford, Warren, and Lenz,
2000; Warren and Bashford, 1999; Warren, Bashford, and
Lenz, 2000, 2003!. An additional 21 sentences, which served
as practice stimuli, were drawn from the high-predictability
sublist of the revised Speech Perception in Noise~SPIN! test
~Bilger et al., 1984; Kalikow, Stevens, and Elliot, 1977!.
They were produced by the same speaker and were recorded
and presented in the same manner as the test sentences.

Prior to filtering, sentences were transduced by a Sen-
nheiser HD 250 Linear II headphone and their slow-rms peak
levels were matched to within 0.2 dB using a flat-plate cou-
pler in conjunction with a Bru¨el & Kjaer model 2230 digital
sound-level meter set at A-scale weighting~as were all mea-
surements reported in this study!. Seven different bandpass-
filtered versions of the sentences were then prepared using
function f ir 1 in MATLAB . The bandpass versions of the sen-
tences all had nominal 1/3-octave passbands centered on 1.5
kHz ~1336- to 1684-Hz cutoffs!, but varied in the steepness
of their transition bands, which had slopes of 150, 300, 600,
1200, 2400, 4800, and 10 000 dB/octave, respectively. Tran-
sition bands having these slopes were produced by FIR fil-
tering that used varying numbers of taps~ranging from 171
to 21 200! as determined by an iterative procedure of succes-
sive approximation.1 This procedure yielded high-pass and
low-pass slopes that each deviated less than 1% from the
desired value, as measured from the cutoff frequencies to the
50-dB downpoints along the low-pass and high-pass transi-
tion bands@a previous study had demonstrated that trunca-
tion of slopes at this downpoint had no effect upon intelligi-
bility ~Warren, Bashford, and Lenz, 2000#. The stimuli were
subsequently filtered a second time with 20 000-order low-
pass and high-pass filtering at the 55-dB downpoints along
the transition bands; this final filtering stage ensured a stop-
band attenuation greater than 75 dB for all conditions. Table
I presents the actual filter slopes for each of the seven con-
ditions, along with the filter orders~number of taps! of stage
1 FIR filtering required to produce them.2 Figure 1 shows the
long-term averaged spectrum for the 1/3-octave band having
the steepest slopes~10 000 dB/octave!.

C. Procedure

Listeners in each of two groups received 98 of the 100
‘‘everyday’’ ~CID! sentences, with separate 14-sentence sets
assigned to the 7 filter-slope conditions in a pseudorandom
order; each slope condition was assigned 5 times to each
sentence set and appeared 5 times in each serial position
across listeners in each group. Prior to the presentation of a
given slope condition, subjects were familiarized with the
effects of filtering by listening to a practice set of three high-
predictability SPIN sentences. Each practice sentence was
first presented broadband and then filtered in the same man-
ner as the test sentences that followed. Stimuli were pre-
sented diotically to listeners through Sennheiser HD 250
Linear II headphones. For one group of listeners, the band-
pass sentences were presented at a slow-rms peak level that
averaged 75 dB for the shallowest slope~150 dB/octave! and
decreased down to 74.3 dB for the steepest slope~10 000
dB/octave!. For the second group of listeners, who heard the
same stimuli at a lower amplitude, slow-rms peak levels av-
eraged 45 dB for the shallowest slope and 44.3 dB for the
steepest slope. Listeners were tested individually while
seated with the experimenter in an audiometric chamber.
They were asked to repeat each sentence as best they could,
and were told to guess if unsure. The experimenter recorded

TABLE I. Filter slopes and orders of FIR filtering. The dB/octave values
were extrapolated from the attenuation measured from the cutoff frequencies
to the 50-dB downpoints along the filter skirts.

Nominal slope~dB/octave!

150 300 600 1200 2400 4800 10 000

Actual high-pass
slope dB/octave

150 300 604 1194 2409 4 780 9 937

Actual low-pass
slope dB/octave

150 301 599 1206 2402 4 785 9 983

High-pass filter
order

268 502 985 1952 3902 10 260 21 200

Low-pass filter
order

171 360 741 1547 3300 7 080 16 520

FIG. 1. Long-term averaged spectrum based upon the 98 1/3-octave CID
sentences having transition bands minimized through steep FIR filtering
~10 000-dB/octave slopes!. The plot was generated offline via discrete Fou-
rier transform ~DFT! with linear averaging of spectra obtained using a
64 000-point~1.45-s, 0.7-Hz resolution! Blackman window across the entire
set of digitally recorded sentences.
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the number of keywords reported correctly for each sentence.
Testing was accomplished in a single session lasting approxi-
mately 30 min.

III. RESULTS

The average intelligibility scores for the 75- and 45-dB
slow-rms peak level conditions are plotted as a function of
filter slope in Fig. 2.

Intelligibility scores were subjected to a two-factor
mixed ~presentation level3filter slope! analysis of variance,
which yielded a significant effect of filter slope@F(6,408)
5269.02,p,0.0001#, a nonsignificant effect of presentation
level @F(1,68)51.88,p.0.17#, and a nonsignificant interac-
tion of slope and level@F(6,408)50.50,p.0.80#.3 Subse-
quent analysis of the data using Helmhert single-df contrasts
~Hays, 1988! revealed that intelligibility decreased mono-
tonically with increasing filter slope down to an asymptote
reached at 4800 dB/octave@F>12.50,p,0.001#.

IV. DISCUSSION

This study demonstrates that if thenominal bandwidth
~based upon the passband! of narrow-band speech is to cor-
respond to theeffectivebandwidth~based upon all frequen-
cies contributing to intelligibility!, then extremely steep
slopes are required. When nominal and effective bandwidths
differ, then the term ‘‘effective bandwidth’’ can be used to
denote all frequencies responsible for intelligibility. How-
ever, the use of effective bandwidth rather than ‘‘nominal
bandwidth’’ as a descriptor for bandlimited speech can also
introduce problems. When both passbands and transition
bands are present, the integrity of the normal spectral profile
within the effective bandwidth is compromised; the contribu-
tion to intelligibility by transition bands is diminished appre-
ciably by their spectral tilt, while that of the passband re-
mains intact ~see Warren, Bashford, and Lenz, 2000!.
Elimination of transition bands using FIR filtering avoids

these problems and permits an accurate and unambiguous
description of frequencies responsible for the intelligibility
of bandlimited speech.4,5

As shown in Fig. 1, the filter slopes continue down to
the stopband lying more than 75 dB below the level of the
passband. For those conditions in which the transition bands
affect intelligibility ~150 to 2400 dB/octave!, it might be ex-
pected that the increase in amplitude from 45 to 75 dB would
produce an appreciable increase in intelligibility, since a
greater range of supraliminal frequencies would become
available along the slopes. However, it is only the upper
portion of the slopes that contribute. Kryter~1960! had esti-
mated that information more than 30 dB down the slopes
does not influence intelligibility. This estimate is consistent
with the results obtained by Warren, Bashford, and Lenz
~2000!, who truncated 100-dB/octave slopes of everyday
sentences at graded downpoints using 2000-order FIR filter-
ing, and found that truncation beyond the 30- or 40-dB
downpoints ~depending upon location of the transition
bands! did not affect intelligibility. This range corresponds to
the range of amplitude fluctuations that normally contribute
to intelligibility ~see Studebaker and Sherbecoe, 2002, for
discussion of this effective dynamic range of speech!. How-
ever, the limiting attenuation range for integrating informa-
tion present at different frequencies may apply only to com-
ponents present within a single band. A limit did not apply
when two 1/3-octave bands of everyday sentences with
nearly vertical slopes were separated by an appreciable spec-
tral gap; when one band had a fixed level of 75 dB, all
supraliminal levels of the second band contributed to intelli-
gibility ~Warren, Bashford, and Lenz, 2003!.
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1FIR slopes are approximately constant in dB/Hz rather than dB/octave;
therefore, lower slopes are shallower than higher slopes for a given band-
pass filter order. In order to obtain slopes that are matched in dB/octave,
considerably higher filter orders were used for the lower transition band as
shown in Table I.

2Healy ~1998! employed the same 1/3-octave speech used by Warrenet al.
~1995! and in the present study. He reported that FIR filtering using 82,
275, and 2000 orders resulted in scores of 98%, 56%, and 16%, respec-
tively. However, he used a single filter order for both lower and higher
slopes, resulting in considerable asymmetry. In keeping with footnote 1, his
upper transition bands were much steeper than his lower transition bands
~the ratio of higher to lower slopes was 2.8 for the 82 FIR order, 1.53 for
the 275 FIR order, and 1.25 for the 2000 FIR order!. Because of this
asymmetry in slope values, Healy’s intelligibility scores cannot be com-
pared with those of the present study that employed the same dB/octave
values for both transition bands.

3A reviewer noted that an apparent effect of presentation level is noticeable
in Fig. 1 for the 2400-dB/octave slope condition. Repetition accuracy at
that slope was 6.7% higher at 45 dB than at 75 dB, whereas the average
~nonsignificant! difference across all slopes favors the 45-dB condition by
the smaller value of 2.6%. We performed an ANOVA using data only from
the 2400-dB/octave slope condition, and obtained an uncorrectedF-ratio
that was significant@F(1,68)55.06,p,0.03#. However, since there was no
a priori reason for performing this individual comparison, a Bonferroni
correction is required, imposing ap level of 0.05/750.007 for significance.
Therefore, the apparent difference at 2400 dB/octave slope is considered
spurious.

4While it is computationally expensive, high-order FIR filtering can allow us
to separate contributions made by passbands and transition bands. The ad-

FIG. 2. Mean intelligibility scores and standard error confidence intervals
for the 98 1/3-octave CID sentences having transition band slopes ranging
from 150 to 10 000 dB/octave. Sentences were presented to separate groups
of listeners (N535 in each case! at slow-rms peak levels of 45 or 75 dB.
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dition of noise to filtered speech can reduce~but not eliminate! contribu-
tions made by transition bands by masking their outlying lower-amplitude
components. However, noise produces a risk of selectively masking lower-
amplitude components within passbands, such as fricatives and plosives,
while leaving strongly voiced vowels relatively unaffected~see Steeneken
and Houtgast, 2002!.

5It should be noted that the relation between slope steepness and intelligi-
bility found in the present study would most likely vary with different
center frequencies, as would the relative contributions made by the high-
pass and low-pass slopes. An earlier study~Warren and Bashford, 1999!
found that for 1/3-octave everyday sentences having a center frequency of
1.5 kHz, and high-pass and low-pass slopes of 100 dB/octave, the lower
frequency slopes contributed more to intelligibility than the higher fre-
quency slopes, probably due at least in part to the upward spread of mask-
ing by the passband.
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Detection of speech landmarks: Use of temporal information
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Studies by Shannonet al. @Science,270, 303–304~1995!#, Van Tasellet al. @J. Acoust. Soc. Am.82,
1152–1161~1987!#, and others show that human listeners can understand important aspects of the
speech signal when spectral shape has been significantly degraded. These experiments suggest that
temporal information is particularly important in human speech perception when the speech signal
is heavily degraded. In this study, a system is developed that extracts linguistically relevant temporal
information that can be used in the front end of an automatic speech recognition system. The
parameters targeted include energy onset and offsets~computed using an adaptive algorithm! and
measures of periodic and aperiodic content; together these are used to find abrupt acoustic events
which signify landmarks. Overall detection rates for strongly robust events, robust events, and weak
events in a portion of the TIMIT test database are 98.9%, 94.7%, and 52.1%, respectively. Error
rates increase by less than 5% when the speech signals are spectrally impoverished. Use of the four
temporal parameters as the front end of a hidden Markov model~HMM !-based system for the
automatic recognition of the manner classes ‘‘sonorant,’’ ‘‘fricative,’’ ‘‘stop,’’ and ‘‘silence’’ results
in the same recognition accuracy achieved when the standard 39 cepstral-based parameters are used,
70.1%. The combination of the temporal parameters and cepstral parameters results in an accuracy
of 74.8%. © 2004 Acoustical Society of America.@DOI: 10.1121/1.1646400#

PACS numbers: 43.72.Ar, 43.72.Ne@DOS# Pages: 1296–1305

I. INTRODUCTION

This paper investigates the use of temporal information
for extraction of linguistically relevant details from a speech
signal. This study has been considered in the context of a
longer-term program on lexical access from features~LAFF!
~Stevens, 1986; 2002! and event-based speech recognition
~EBS! ~Espy-Wilson, 1994; Juneja and Espy-Wilson, 2003!,
which is a furthering of the lexical access from spectra
~LAFS! proposed by Klatt~1979!. LAFF and EBS are para-
digms for ~human or machine! speech recognition in which
landmarks in a speech signal are first located, and then fea-
tures are attached to those landmarks. In this paper, moti-
vated by studies of speech perception under certain types of
degradation, we have concentrated on access to temporal in-
formation. The goal of this work is to develop a system that
automatically extracts temporal cues that can be used in the
front end of an automated speech recognition system.

A. Background

The motivations for this work come most importantly
from studies of speech perception. A major problem in the
development of speech recognition systems is the detection
of speech from noise~cf. Viikki, 2001! or otherwise reduced
spectral information. Recent studies show that human listen-
ers can understand some aspects of the speech signal even
when spectral shape has been significantly degraded. A
source of information that may be of use, particularly under
heavily degraded conditions, is that of temporal cues—

information derived from the temporal structure of the
speech signal. These cues are not targeted by traditional
speech recognition systems, which generally focus on spec-
tral features using data-derived spectral templates. Temporal
processing is a significant factor in the auditory system, as
observed by effects such as the phase locking of auditory-
nerve firing to periodic signals~Moore, 1997!. As such, this
information should be available for use in human speech
recognition.

The ability of human listeners to understand spectrally
degraded speech has been examined in several studies~Sh-
annon et al., 1995; Van Tasellet al., 1987; Turneret al.,
1995, among others! which demonstrate the ability of human
listeners to recognize speech—particularly manner, nasality,
and voicing—from primarily temporal cues. The general re-
sult has been that spectrally degraded speech still contains
limited information about manner, nasality, and voicing. In
light of these results, it is proposed that it should be possible
to build a detector for acoustic events~prototypical land-
marks! that is both largely independent of detailed spectral
information and resistant to noise. Further, addition of tem-
poral parameters should also improve performance and in-
crease noise resistance for a system based on spectral infor-
mation. Note, however, that improved performance may not
occur if the noise has speech-like temporal characteristics.
Turner et al. ~1995! have shown that the use of temporal
information is prevented when the speech signal is corrupted
by modulated babble noise.

B. Temporal information

For the purpose of this study, it is helpful to specify
exactly what is considered to be the ‘‘temporal information’’

a!Currently at MIT, Research Lab of Electronics, Speech Communication
Group, 77 Massachusetts Avenue, Rm. 36-511, Cambridge, MA 02142.
Electronic mail: ariel@speech.mit.edu
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in the signal. Temporal information is defined here in terms
of bandpass components of the speech signal. Rosen~1992!
proposes three categories of temporal information in speech:
~1! ‘‘envelope information’’~with fluctuations at rates from 2
to 50 Hz! which contains amplitude and duration cues to
manner of articulation and voicing, as well as information
about vowel identity~for example vowel length! and pro-
sodic cues;~2! ‘‘periodicity information’’ ~fluctuations at
rates from approximately 50 to 500 Hz! which provides cues
to voicing which can aid in manner identification, as well as
marking stress locations by changes in pitch; and~3! ‘‘fine
structure’’ ~fluctuations at higher rates! which largely pro-
vides information also available from spectral shape. Note
that normal-hearing subjects cannot detect amplitude fluctua-
tions above about 1000 Hz; and response to modulation de-
grades rapidly above 100 Hz~Viemeister, 1979!. This sug-
gests that, at most, human listeners can only derive first-
formant information from the temporal fine structure, if any
information regarding fluctuations above the rate of pitch
modulations is perceptually significant. Only the first two
categories of temporal information are considered in this
study.

Our goal in using temporal information is to aid in the
analysis of the speech signal. In the human speech produc-
tion system, a sequence of discrete elements~phonemes,
words, etc.! is translated into an analog, continuous acoustic
signal by the vocal apparatus. The process of understanding
speech can be considered to be a reconstruction of the dis-
crete stream of symbols from the speech signal. However,
not all regions of a signal have the same information content:
steady-state portions can be sampled slowly to determine
overall properties, while abrupt points such as the critical
point of a transition for a consonantal closure can contain a
significant number of linguistically important cues in a con-
centrated region. These transition regions can contain infor-
mation about the adjacent segments, most importantly in the
type of transitions in and out of the target position. In this
paper, we are concerned with landmarks involving abrupt
acoustical changes, a set of which is illustrated for an utter-
ance in Fig. 1.

C. System goals

The goal of event detection is to generate a set of land-
marks referred to aseventsthat will direct further analysis of
the speech signal. To ensure the success of further levels of
processing~outside the scope of this paper!, this set should

be essentially complete with respect to the perceptually
sharpest events, for example events corresponding to stop-
consonant bursts, strident fricatives, and stressed vowels.
Note that insertions are somewhat less critical as they can be
discarded by further analysis. On the other hand, it is likely
that some weaker events are going to be captured less often:
semivowels~particularly the glides /w/ and /y/!, for which
the primary cues consist of formant movement~Espy-
Wilson, 1992!; weak fricatives which have become sonorant,
such as a common pronunciation of the /v/ in ‘‘everyday’’
~Catford, 1977; Espy-Wilson, 1994; Deshmukh and Espy-
Wilson, 2003! and other cases of events that do not involve a
significant degree of energy fluctuation. In cases of heavily
coarticulated segments, it is expected that the output of the
system will reflect the type of events that actually occurred
rather than the canonical events expected from segment-
based labels~e.g., sonorant events rather than onset and off-
set of frication for the /v/ in ‘‘everyday’’ when it is manifest
as a sonorant consonant!.

The parameters used to locate landmarks in the speech
signal are changes in spectral energy or in the periodicity
content of the signal, corresponding to the two relevant types
of temporal information discussed above. This work relies on
the assumption that abrupt landmarks are initially located
based on only amplitude changes in the signal~Stevens,
2002!. It is at later stages of processing that spectral infor-
mation is integrated, and then higher-level information such
as phonotactics and lexical constraints is applied. The ques-
tion in this study is how much information can be detected
regarding manner information in speech from strictly tempo-
ral information. It is certain that additional use of spectral
information, wider context, and high-level constraints will be
able to improve the results.

This work builds on work by Espy-Wilson~1992!,
where the degree of abruptness in an energy difference mea-
sure was used to distinguish the glides /w,y,r/ from the con-
sonantal sonorant consonants /m,n,l/, and by Bitar~1997!,
where energy differences were used to find stop bursts and to
perform segmentation. The methodology is similar to re-
search by Liu~1994!, who used energy differences computed
from specific frequency bands to find certain types of land-
marks in the speech signal. In addition, it bears similarity to
the processing used by Browne and Cooke~1994!, who used
onsets and offsets and pitch information as cues in a system
for auditory scene analysis. In this study, event detection is
based on general processing of all frequency bands and the

FIG. 1. Sample landmarks in the word ‘‘tornadoes.’’~a!
Release of stop consonant;~b! frication/aspiration
boundary~nonrequired event!; ~c! onset of vowel;~d!
closure for nasal consonant;~e! release of nasal conso-
nant;~f! closure and release of stop consonant produced
as a flap;~g! closure for fricative consonant;~h! release
of fricative consonant.
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signal processing is adaptive. Energy change is combined
with information about periodicity and aperiodicity to detect
events; and analysis is performed for both clean and spec-
trally impoverished speech signals. In addition, we compare
the performance of these temporal parameters with the tradi-
tional cepstral-based parameters in the manner classification
of speech using an HMM-based recognition system~Young,
1995!.

II. METHOD FOR LANDMARK DETECTION
EXPERIMENTS

A. Database

The TIMIT database~Seneff and Zue, 1988! was used as
a corpus of labeled speech data. This is a widely available
database of speech recorded in quiet and labeled at the level
of words and phonetic strings. Although it would have been
more useful to use a database labeled at the landmark level
~e.g., a database currently under development at the Massa-
chusetts Institute of Technology; see Choiet al., 1997!, a
large enough database of this type was not yet available. The
TIMIT database consists of 6300 utterances spoken by 630
speakers, of which 4620 utterances make up the suggested
training set and 1680 are in the test set. In particular, we used
the phonetically compact~sx! sentences. Training was per-
formed using a set of 20sx sentences~spoken by 10 males,
10 females! randomly drawn from the TIMIT training set.
Testing was performed using all 120sx sentences from the
TIMIT core test set~spoken by 8 female speakers and 16
male speakers, evenly distributed over all 8 dialect regions!.

For the purpose of comparing with the detected land-
marks, a set of expected~posited! landmarks was generated
from the phonetically labeled transcriptions available in the
TIMIT database using a simple rule-based algorithm based
on the manner class of adjacent segments at each boundary.
The posited landmarks are expected to have some inherent
error as the mapping is underspecified. Some of the under-
specification in the TIMIT labels is accounted for by insert-
ing events that are labeled as ‘‘nonrequired’’ because they are
possible, and may be caught by the matching algorithm, but
not necessarily strongly expected. An example of a nonre-
quired event is the frication/aspiration boundary~event b! in
Fig. 1. @Note from part~e! of Fig. 4 that this boundary is
detected as a2C event by our algorithm.# The 20 utterances
in the training database were also hand labeled for more
reliable system development and training. For analysis of the
effect of using generated landmark labels, the trained system
was evaluated on both the generated labels and the hand
labels of the training set. The overall error rate was 18.5%
for the training set with the generated labels and 14.8% for
the training set with the hand labels. Focusing on only the
robust set of landmarks, the error rate was 6.54% for the
training set with the generated labels and 6.06% for the train-

ing set with the hand labels. Note that the robust set con-
tained approximately 70% of the total set of landmarks under
analysis.

In addition to using this clean version of TIMIT to test
our algorithm, we also spectrally impoverished the TIMIT
database to see how well the temporal parameters perform
with degraded spectral information. The spectral impoverish-
ment was performed using a bank of four filters in a tech-
nique developed by Shannonet al. ~1995!.

B. Signal analysis

Signal analysis consisted of a series of stages per chan-
nel, as shown in Fig. 2. The signal was first filtered into a set
of bandpass frequency channels, and each narrow-band sig-
nal was examined independently. In each channel, the signal
underwent envelope analysis and feature extraction, which
consisted of periodicity measurements and an energy onset/
offset measure. This was followed by combination into a
number of cross-channel summary measures as functions of
time: summary levels of aperiodicity and periodicity, pitch,
and energy onset and offset measures. The resulting wave-
forms were analyzed to locate events in the speech signal.

The filter bank used was a 60-channel auditory gamma-
tone filter bank with characteristic frequencies~CFs! based
on the ERB scale~Patterson, 1992!. An auditory filter bank
was chosen for spectral analysis in order to provide an accu-
rate weighting of frequency components, most importantly in
terms of the strength of events corresponding to voiced ex-
citation of speech relative to their unvoiced counterparts.

In order to avoid excessive smoothing in the time do-
main, an envelope operator based on the Hilbert information
~Rabiner and Gold, 1975! was used. The envelopesei(t) of
the individual channels are obtained by the function

ei~ t !5uxi~ t !1 j •H$xi~ t !%u,

wherexi(t) is the input signal, andH$xi(t)% is the Hilbert
transform of the input signal. Given a real narrow-band sig-
nal as input, the Hilbert transform produces a version of its
input signal that is precisely 90° out of phase, such that the
amplitude of the complex sum of these two signals is an
estimate of the low-frequency amplitude modulation applied
to the signal. This transform is an improvement over a
simple smoothing operation because abrupt changes are pre-
served, at the maximum rate that can be captured by a par-
ticular channel given its CF.

1. Periodicity and aperiodicity feature extraction

The first feature extraction algorithm applied to the tem-
poral envelopes makes a three-way classification between si-
lence, periodic, and aperiodic in each channel every 2.5 ms.

FIG. 2. Overall structure of analysis algorithm. Several
stages of computation are performed within each chan-
nel, followed by integration into summary measures for
use in event detection.
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A periodic signal is defined to be one that contains regular
temporal fluctuations at rates from roughly 55–500 Hz
~Deshmukh and Espy-Wilson, 2003!.

2. Energy operator feature extraction

The other major feature extraction algorithm used is an
energy onset/offset detector based on a first-difference mea-
sure, originally derived from the onset/offset parameters de-
signed by Espy-Wilson~1992! to capture rate of spectral
change for distinguishing between sonorant consonants.
These parameters were later used by Bitar~1997! to detect
the abrupt onset of stop consonants. The onset/offset measure
in this study is constructed from first differences in each
channel output from the temporal envelope analysis stage
described above@see parts~d! and ~e! of Fig. 4#. The first
difference is computed as a log difference between the sum
amplitude of two adjacent nonoverlapping windows of the
signal in a particular channel, as per the formula

Di ,k520 log (
m52`

`

xi~n1m!w~m!

220 log (
m52`

`

xi~n1m2k!w~m2k!,

wherexi(n) is an individual channel input signal,k is the
time difference between the two windows, and the windows
w(n) are rectangular windows of lengthk. The computed
difference is scaled in decibels~dB!. This first difference
operation is essentially the same as the rate-of-rise~ROR!
detector used by Liu~1994!, but the two windows are adja-
cent in time to minimize error in location of the detected
peaks.

It was observed that by increasing the window sizes~and
correspondingly increasingk, referred to as the difference
time! for the first difference computation, noise in the mea-
surement over the utterance is reduced, particularly in frica-
tive regions. However, an unfortunate side effect of length-
ening the window sizes was a decrease in the strength of
peaks and temporal accuracy in the onset signal associated
with stop bursts. In order to obtain the advantages of a long
window size, a method of dynamically adapting the differ-
ence time based on features of the signal measured by the
periodicity detector was developed. Under this method, the
energy difference detector is adapted in each channel inde-
pendently, with difference length targets based on the exis-
tence of silence or periodic/aperiodic excitation, and accord-
ing to the pitch estimate in periodic regions, as follows:~1!
the difference time is shortened~5 ms! for silence to sharpen
the response to onsets that are preceded by silence~as ex-
pected for stop bursts!; ~2! the difference time is lengthened

~30 ms! in aperiodic regions, to maximally smooth the first
difference output in fricated segments; and~3! the difference
time is tuned to exactly twice the pitch period in periodic
regions, to prevent detection of spurious energy fluctuation
due to misalignment with the pitch period. There is also a
slew rate control of 0.5 ms per millisecond~the difference
operator is sampled every ms! to prevent discontinuities.

3. Summary measures

The measurements made in individual channels are com-
bined to produce summary measures. The silence/periodic/
aperiodic decisions are combined across channels to produce
two measurements calledPengandAPeng, which are the pro-
portions of periodic energy and aperiodic energy in the sig-
nal, respectively.

From the per-channel differences, two measures are
computed: the positive differences~increasing levels! are
summed to produce an ‘‘onset’’ signal, and the negative dif-
ferences~decreasing levels! are summed to produce an ‘‘off-
set’’ signal. The offset parameter is usually inverted for
analysis to make it positive, allowing generalization of all
further computations; note, however, that the noninverted
negative version of the parameter is the one shown in all
figures. A scaling by 1/N, whereN is the total number of
channels, produces an average energy change per channel on
a dB scale

on~n!5
1

N (
i :Di ,k~n!.0

Di ,k~n!,

off~n!5
1

N (
i :Di ,k~n!,0

Di ,k~n!.

This set of parameters in combination over a speech signal
visibly provides useful information about the content of the
signal, as can be seen in Fig. 4 for the same utterance used in
Fig. 1. Note that the periodicity and aperiodicity proportion
measures in~b! provide a decomposition of the signal into
periodic~roughly, voiced! and aperiodic elements. Also note
that the onset and offset measures in~d! have peaks at most
of the important events in the signal.

C. Event detection

The manner classes of speech segments are listed in
Table I, along with corresponding source types. Derived
from these classes for the purpose of detection, a set of event
types based on acoustic parameters was defined, and is listed
in Table II. The categories correspond to the polarity~onset
or offset of energy! of the event, and their correlation with
periodic and/or aperiodic excitation. Events are labeled

FIG. 3. Structure of energy analysis component of fea-
ture extraction. Note that the first difference operators
used as the energy difference measure are adapted
based on periodicity information within each channel.
Following this, summary onset and offset measures are
computed across all channels.
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based on their occurrence either at a boundary where peri-
odic content begins or ends~6V, correlated with voicing
onset or offset!, or when surrounded by periodic excitation
~6S, correlated with sonorant consonant boundaries!, or
their occurrence at a boundary of aperiodic excitation or at
least occurring outside of periodic excitation~6C, correlated
with obstruent consonants!. The output of the event detector
consists of this set of event labels. Part~d! of Fig. 4 shows a
posited set of these events generated from TIMIT labels; part
~e! shows detected events from the speech signal.

The normalized summary periodic and aperiodic energy
measures,Peng and APeng, are analyzed~after median
smoothing! to locate potential confident regions and their
boundaries. The set of confidently periodic/aperiodic regions
is determined by applying a minimum threshold for a re-
quired maximum value ofPeng or APeng for a region. Fol-
lowing this, lower thresholds are used to find the boundaries
of each region. Aperiodic regions are discarded unless at
least one end of the region is associated with an onset/offset
event, i.e., the beginning of the region near an onset event or
the end of the region near an offset event. They are also
discarded if the aperiodic region is shorter than 10 ms.

The onset and offset parameters are converted into a
sequence of potential events by use of a convex hull-based
peak-picking algorithm. There are thresholds for minimum
peak height, and a required minimum dip between two adja-
cent peaks. Onset and offset peaks are associated with
boundaries of periodic/aperiodic regions in order to classify
event types. Onset/offset peaks located near the beginning/
end of a periodic region are labeled as6V. Correspondingly,

onset/offset peaks located near the beginning/end of an ape-
riodic region are labeled as6C. The locality criteria are
determined from trained thresholds. Remaining boundaries
of confidently periodic/aperiodic regions are labeled as land-
marks of the corresponding types, but note that the times are
less accurate.1 Remaining onset/offset peaks are labeled as
6S if they are within a periodic region, or6C if they are
outside of any periodic region. The full set of trained param-
eters used in this process is listed in detail in Table III.

D. Training procedure

Some adjustment was performed on a number of the
time, energy, and confidence-level thresholds involved in
event extraction. These included the pairs of thresholds used
for determining confident regions of periodicity or aperiod-
icity as discussed above. The training procedure adjusted a
set of 12 parameters, listed in Table III. The procedure was a
sequence of Nelder–Mead simplex optimization stages on
three subsets of the parameters~as defined in Table III!, per-
formed over the scoreS5Nmatches2Ninsertions ~Nelder and
Mead, 1965!. This cost is equivalent to minimizing the total
error rate, as the base number of posited required events will
not change~and as such a decrease in the number of matches
corresponds to an increase in the number of deletions!. The

TABLE II. Event types.

Label Name Description

1V Voicing onset Onset corresponding to beginning of periodicity
~beginning of a vowel or sonorant consonant!

2V Voicing offset Offset corresponding to end of periodicity
~end of a vowel or sonorant consonant!

1S Sonorant onset Onset within periodic region
~onset at release of nasal or semivowel!

2S Sonorant offset Offset within periodic region
~offset at release of nasal or semivowel

1C Obstruent onset Onset corresponding to beginning of aperiodicity
~stop consonant burst, affricate or fricative onset!

2C Obstruent offset Offset corresponding to end of aperiodicity
~stop, affricate or fricative offset!

FIG. 4. Parameter extraction results for the word ‘‘tor-
nadoes.’’ ~a! Spectrogram;~b! proportion of periodic
~solid line! and aperiodic~solid line with ‘‘3’’ overlaid!
energy;~c! smoothed pitch estimate in periodic regions;
~d! onset and offset parameters, chosen peaks~stems!,
posited events~nonrequired marked with ?!; ~e! de-
tected events.

TABLE I. Modes of speech production~manner classes!.

Manner Oral tract Primary source

Vowel Open Periodic
Semivowel Slightly constricted Periodic
Nasal Closed~with nasal coupling! Periodic
Fricative Narrow constriction Aperiodic
Stop Completely closed Aperiodic
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procedure was dependent on initial conditions, which were
set by trial and error and knowledge of front-end behavior.
The training process was iterated twice to ensure some de-
gree of convergence.

E. Scoring algorithm

A standard algorithm used for scoring speech recognizer
performance at the phonetic level was modified to support
scoring landmark results. The algorithm was derived from
the DARPA speech recognizer performance evaluation tools
~Pallett, 1989!. This code aligns a recognized token string
with reference labels using a dynamic programming algo-
rithm. The original code supported scoring costs for inser-
tions, deletions, and substitutions in a stream of labels.
Modifications were made to perform the task of landmark
scoring: ~a! a cost was added for the difference in time~in
ms! from the posited label to the detected label, to ensure
that label matches and substitutions were close in time
~insertion/deletion costs are equivalent to the cost of match-
ing a label 50 ms from its posited location!; ~b! support for
nonrequired events with zero deletion cost was added;~c!
support for pairs of co-occurring events which could be
found in either order was added, for example the onset of a
fricative at the same point as the offset of the preceding
vowel; and~d! substitution cost was doubled in the case that
the polarity was incorrect, such that1C for 2C was a more
costly substitution than2V for 2C, as it was more likely in
the polarity mismatch cases that there was actually both an
insertion and a deletion, rather than just a substitution.2 Ad-
ditional adjustments in the final score were made to ignore
insertions before the beginning and after the end of the la-
beled speech, under the assumption that integrating an end-
point detector in the system would prevent positing events at
these locations.

A set of summary statistics was defined to analyze
matching results. All are defined in terms of the base rateN,
the number of posited tokens not counting neutral deletions
~of tokens marked as non-required!. DefiningNP as the total
number of posited tokens~including those marked nonre-
quired!, D as the number of error deletions~of required to-
kens!, DN as the number of neutral deletions,S as the num-
ber of substitutions, andI as the number of insertions, the
metrics are computed according to the following formulas:

N5NP2DN ~base rate of matched tokens!,

detection rateRM5
N2D2S

N
,

deletion rateRD5
D

N
,

substitution rate:RS5
S

N
,

insertion rate: RI5
I

N
.

III. METHOD FOR BROAD-CLASS RECOGNITION
EXPERIMENTS

A. Database

The TIMIT database was used for the recognition ex-
periments. The training data consisted of 2710 utterances
from the suggested training section of the TIMIT database.
The performance of the recognizers was based on 504 utter-
ances from the suggested test set.

TABLE III. Parameters with trained values.Pon andPoff refer to the boundaries of a periodic region;APon and
APoff are the corresponding locations for an aperiodic region.

Parameter Description Value

Periodicity parameters
tbefore:Pon Max. time fromPon to corresp. onset peak~peakprecedes

Pon)
59.8 ms

tafter:Pon Max. time from Pon to corresp. onset peak~peak follows
Pon)

4.48 ms

TperIRGN ‘‘Peak threshold’’ onPeng to consider a region as periodic 58.7%
Tper ‘‘Boundary threshold’’ onPeng to located ends of a periodic

region
31.1%

t:Poff Maximum time betweenPoff and corresponding offset peak 61.7 ms

Aperiodicity parameters
t:AP Max. time betweenAPon /APoff and corresponding on/off

peak
31.1 ms

TaperIRGN ‘‘Peak threshold’’ onAPengto consider a region as aperiodic 84.2%
Taper ‘‘Boundary thresh.’’ onAPeng to located ends of aperiodic

region
66.0%

Onset/offset parameters
TonIpeak Minimum peak height in onset measure 4.70
TonIdip Minimum dip between peaks in onset measure 4.70
ToffIpeak Minimum peak height in offset measure 5.15
ToffIdip Minimum dip between peaks in offset measure 5.15
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B. Models

Acoustic models were built for four manner classes: so-
norant~includes vowels and sonorant consonants!, stop, fri-
cative, and affricate. In addition, a model was built for si-
lence. The back-end processing was done using an HMM-
based recognition system~Young, 1995!. Each model
consisted of a three-state~plus 2 terminal states! HMM with
eight Gaussian mixtures in each state. Each mixture was ini-
tialized as zero mean and unit diagonal covariance. Each
mixture had diagonal variance and all the mixtures weights
in all the states were initialized at the same value. Left-to-
right state transition with one skip was incorporated with the
additional constraint that each model had to start at the first
state. All of the allowable transitions were initialized as equi-
probable.

Three different front ends were used in the recognition
experiments. The first front end consisted of 12 mel-
frequency cepstral coefficients~MFCCs! and energy with
their delta and acceleration coefficients. The second front
end consisted of the four temporal-based parameters: aperi-
odic energy measure, periodic energy measure, onset wave-
form, and offset waveform. The third front end consisted of
both the cepstral-based parameters and the temporal-based
parameters. All of the parameters were computed at a rate of
5 ms and the window size was 20 ms. The mean of each
parameter was normalized to zero.

C. Scoring

For scoring, the phonetic transcriptions provided with
the TIMIT database were mapped into the four manner
classes and silence. Although separate models were built for
affricates and stops, they were recognized as the same class.
Flaps were allowed to score as either a stop or a sonorant
consonant. Glottal stops were allowed to score as either a
vowel or a stop.

IV. RESULTS

A. Detection of events in clean and spectrally
impoverished speech

Results for the event detection in clean and spectrally
impoverished speech are plotted separately for the categories
‘‘strongly robust,’’ ‘‘robust,’’ and ‘‘weak’’ event types in Fig.
5. Weak events were a set of events that were expected to be
less abrupt, including releases and closures for nasals, voiced
nonstrident fricatives, and voiced stops labeled as flaps. The
rest of the events were considered robust, and a subset of
these that were detected with an error rate~includes deletions
and substitutions! less than 2% in clean speech was labeled
as strongly robust. Details of the detection rates for different
events are given in the Appendix. Events were detected3 with
an overall detection rate of 80.2% on the clean test data set
with an insertion rate of 8.7%, and 76% on the impoverished
test set with an insertion rate of 36.6%. Note that for each
category, the difference between the detection results for the
clean speech and the impoverished speech is within 5%.
Thus, the temporal parameters are quite robust to spectral
degradation.

Nearly half of the error rate is due to missed landmarks
at the boundary between a nasal consonant and a vowel, an
event type that was detected with only 45.6% accuracy. An-
other major error source was from landmarks for voiced non-
strident fricatives; initial onsets preceding the fricative were
located only 48.1% of the time, and landmarks for a voiced
weak fricative adjacent to a vowel were detected with 49.0%
accuracy. A third difficult case involved locating landmarks
for stop consonants labeled as flaps, of which only 42.6%
were detected correctly. These three cases combined account
for 69.5% of all errors made. Discounting these classes of
landmarks, the detection rate was 91.8%; and the detection
rate for a subset consisting of the most strongly robust event
types was 98.5%.

Landmark types that were detected well included stop
consonants and unvoiced fricatives: 90.9% of stop closures
following a vowel were detected, and 96.0% of stop bursts

FIG. 5. Parameter extraction results for the fragment
‘‘is going,’’ displaying the difficulty of locating the
boundary between a vowel and an adjacent voiced fri-
cative /z/. ~a! Spectrogram;~b! proportion of periodic
~solid line! and aperiodic~solid line with ‘‘3’’ overlaid!
energy;~c! onset and offset parameters, chosen peaks
~stems!, posited events.
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were detected~including 99.0% of unvoiced stop releases!.
Landmarks for unvoiced fricative closures and releases adja-
cent to a vowel were detected with 99.0% accuracy~and
92.4% for voiced stridents!. Note that affricate consonants
were grouped with strident fricatives for this count. The
voiced /z/ and /zh/ fricatives can have a difficulty to locate
boundary due to overlap with neighboring segments; see, for
instance, the utterance shown in Fig. 6. More results for ro-
bust event types are given in the Appendix.

The results from this study are somewhat different in
organization than those of Liu~1994!, but a gross compari-
son of some of the results is possible. When tested across the
full TIMIT test set using automatically generated labels, the
landmark detector developed by Liu had an error rate of 15%
for deletions, 6% for substitutions, and 25% for insertions.
Our overall error rate on a subset of the TIMIT test data is
19% for deletions when laterals are included~15% when
laterals are not included in the events expected to be de-
tected, 4.8% for substitutions, and 8.7% for insertions!. Note
that these numbers may not be directly comparable since
there are differences in the way the results were tallied. One
possible conclusion from this comparison is that a selection
of broader frequency bands such as those used by Liu may
be more appropriate for the detection of nasals and laterals,
whereas summary measures across all frequency channels
may be better for obstruents.4

B. Temporal parameters vs cepstral parameters for
manner-class recognition

The manner class recognition results are given in Table
IV. As can be seen, the four temporal parameters result in
performance that is comparable to that obtained with the 39
cepstral-based parameters. Adding the temporal-based pa-

rameters to the cepstral-based parameters results in close to a
5% improvement in accuracy. This increase in performance
is due largely to improved detection of landmarks, particu-
larly for the stop and fricative consonants. Note that the per-
formance of the recognizers may in fact be considerably bet-
ter than the numbers in Table IV suggest. In an analysis of
manner–class recognition experiments performed by Bitar
and Espy-Wilson~1995! using some of the same TIMIT test
sentences, Bitar and Espy-Wilson found that presumed mis-
classifications of voiced obstruents as sonorant consonants
was not incorrect. Many of the voiced obstruents were in fact
realized as sonorant consonants, even though this change in
the surface realizations of the voiced obstruents is not re-
flected in the TIMIT transcriptions. More recent results
evaluating the proportion of periodic vs aperiodic energy in
speech signals by Deshmukh and Espy-Wilson~2003! show
that about 33% of voiced obstruents have a strong periodic
component with little or no aperiodic component, and about
half of all voiced obstruents show strong periodicity.

V. DISCUSSION

There are a number of key areas where accuracy could
be improved, particularly in use of prediction and longer-
term integration of information. In the front end, silence de-
tection may be improved by addition of masking constraints;
this will result in improved contextual reliability as a func-
tion of signal level. Of primary interest are spectral masking
effects of tones on noise with respect to thresholds for detec-
tion of aperiodicity in the presence of a primarily periodic
signal. The onset/offset detector could benefit from improved
adaptation of the temporal sensitivity parameter; one possi-
bility may be to examine separately adapting versions tuned
to periodic excitation and aperiodic events for optimal detec-
tion of fricative events. Finally, it may be possible to modify
the event extraction stage of the system to dynamically adapt
thresholds as necessary. This could be done using temporal
constraints ~expected events or segments per unit time,
adapted for speaking rate! rather than explicit required levels
for peaks.

An important area for further research will be improving
the extraction of temporal cues from noisy inputs. The
present system is subject to errors~likely to be primarily
insertions, which may be filterable based on spectral charac-
teristics! given a signal mixed with rapidly fluctuating noise.
The use of a large number of narrow bands allows for adap-
tation to noise if methods are developed to identify which
bands to ignore; such methods could include correlation
methods, or scene analysis techniques such as those used in
missing-data approaches to speech recognition~Cookeet al.,
1997!.

The next stage of this work will be to combine cues
derived from temporal information with a recognition system
based on spectral features, as both types of features will be
important for a complete system. It is clear that temporal
information is used by the human speech recognition system,
and so should be critical to achieving high-quality perfor-
mance in a computer speech recognition system; spectral
cues are also of significant importance, for example formant
frequencies and other spectral cues to place. This merging

FIG. 6. Landmark detection results for clean and impoverished speech.

TABLE IV. Recognition results~in percent! for the broad classes: Sonorant
~includes vowels and sonorant consonants!, fricative, stop and silence.

Correct Accuracy

MFCCs
~39 parameters!

73.9 70.1

Temporal measures
~4 parameters!

78.0 70.1

MFCCs1temporal measures
~43 parameters!

81.1 74.8
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could involve spectral weighting of temporal components, or
a merger at the event output stage, increasing confidence in
existence of an event if it is posited from multiple types of
information. Later stages of the recognizer will be able to
take into account a broader range of temporal and spectral
cues.

VI. CONCLUSION

This work has shown that use of temporal information
for landmark detection is feasible, particularly for a subset of
robust abrupt events such as stop bursts. Although previous
studies have investigated the use of temporal information in
particular cases or as an additional measure, this work ex-
tends this body of work by using temporal information ev-
erywhere as the primary information source. As noted by use

of a tunable onset/offset detector, it was determined that
some locations require different degrees of sensitivity to tem-
poral information. It has also pointed to certain landmark
types where spectral features and perhaps more subtle tem-
poral features~on a longer time scale! are important, particu-
larly for landmarks related to sonorant consonants. It would
be expected that the optimal system would integrate both
temporal and spectral information.
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APPENDIX A: ERROR RATES IN THE DETECTION OF ROBUST EVENTS IN THE CLEAN TEST SET

Landmark type

% Deletion and
substitution

errors
% Deletion

error # of tokens

Consonantal landmarks adjacent to vowels
Stop closure 9.14 1.57 383
Unvoiced stop release 1.03 0.34 291
Voiced stop release 8.51 0.00 188
Unvoiced fricative 1.01 1.01 397
Voiced fricative 7.05 7.05 156

Interconsonantal landmarks
Stop/strident fricative boundary 1.23 0.00 81
Strident fricative/stop boundary 5.49 4.40 91
Fricative/nasal and nasal/fricative
boundary

5.00 5.00 40

Initial and final events
Glottal onset/offset 10.50 5.88 238
Strident fricative~initial or final! 1.11 1.11 90
Unvoiced weak fricative~initial or
final!

11.11 11.11 9

APPENDIX B: ERROR DETECTION RATE OF WEAK EVENTS IN CLEAN TEST SET

Landmark type

% Substitution
and deletion

errors
% Deletion

errors # of tokens

Consonantal landmarks adjacent to a vowel
Stop ~labeled as a flap! 57.45 31.91 94
Stop release~labeled without a burst! 46.67 13.33 15
Voiced weak fricative 51.03 51.03 194
Nasal 54.45 43.64 472
Aspiration ~h! 31.82 31.82 44

Interconsonantal landmarks
Stop/nonstrident fricative or nonstrident
fricative/stop boundary

19.05 14.29 42

Non-strident fricative/nasal or
nasal/nonstrident fricative boundary

33.33 33.33 27

Stop/nasal or nasal/stop boundary 21.18 20.00 85

Initial and final events
Initial voiced nonstrident fricative 51.85 51.85 27
Aspiration ~initial or final! 36.36 36.36 11

1304 J. Acoust. Soc. Am., Vol. 115, No. 3, March 2004 Salomon et al.: Landmark detector



1The periodicity results are compiled only every 2.5 ms, whereas onset/
offset parameters are computed with a 1-ms frame rate. Also, the energy
change measurement is inherently more accurate in time as the periodicity
computation is dependent on even longer time scales corresponding to pitch
periods.

2Due to inclusion of a cost for the distance in time between the posited and
generated events, this type of substitution would never be chosen by the
scoring algorithm, as the cost structure makes it cheaper for the system to
count it as an insertion plus a deletion.

3Events for flaps~labeled ‘‘dx’’! were considered correct whether they were
detected as6V or 6S.

4Note that Liu provides detailed data similar to those listed in the Appendix,
but it is for the LAFF database which was hand labeled. Although a direct
comparison is difficult given the differences in the databases and the dif-
ferences in the generation of the reference labels, Liu’s detector may per-
form better on nasal consonants than our detector~29% error on closures
and 44% error on releases, vs 54.5% error!, but it does not reach our level
of performance for unvoiced stop releases~8% error vs 1.0% error!.
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Sound can convey information about the materials composing an object that are often not directly
available to the visual system. Material and geometric properties of synthesized impacted bars with
a tube resonator were varied, their perceptual structure was inferred from multidimensional scaling
of dissimilarity judgments, and the psychophysical relations between the two were quantified.
Constant cross-section bars varying in mass density and viscoelastic damping coefficient were
synthesized with a physical model in experiment 1. A two-dimensional perceptual space resulted,
and the dimensions were correlated with the mechanical parameters after applying a power-law
transformation. Variable cross-section bars varying in length and viscoelastic damping coefficient
were synthesized in experiment 2 with two sets of lengths creating high- and low-pitched bars. In
the low-pitched bars, there was a coupling between the bar and the resonator that modified the decay
characteristics. Perceptual dimensions again corresponded to the mechanical parameters. A set of
potential temporal, spectral, and spectrotemporal correlates of the auditory representation were
derived from the signal. The dimensions related to mass density and bar length were correlated with
the frequency of the lowest partial and are related to pitch perception. The correlate most likely to
represent the viscoelastic damping coefficient across all three stimulus sets is a linear combination
of a decay constant derived from the temporal envelope and the spectral center of gravity derived
from a cochlear representation of the signal. These results attest to the perceptual salience of
energy-loss phenomena in sound source behavior. ©2004 Acoustical Society of America.
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I. INTRODUCTION

The perception of the properties of sound sources is im-
portant for their categorization and identification as well as
for our own interactions with them in the environment
~McAdams, 1993!. Recent research has begun to study lis-
teners’ sensitivities to auditory cues that communicate as-
pects of the geometry and material properties of vibrating
objects as well as changes in the state of objects~e.g., break-
ing! or the activity of organisms~e.g., walking!. Listeners’

auditory sensitivity to the geometry of vibrating objects has
been demonstrated for clapping hands~Repp, 1987!, im-
pacted bars~Houix et al., 1999; Lakatoset al., 1997; Lutfi,
2001!, impacted plates~Kunkler-Peck and Turvey, 2000!,
falling and bouncing balls~Guski, 2000!, rods that fall and
bounce on the floor~Carelloet al., 1998!, vessels being filled
with liquid ~Cabe and Pittenger, 2000!, the size and velocity
of rolling balls ~Houben, 2002!, or to the geometric integrity
or loss thereof in falling jars that bounce or shatter~Warren
and Verbrugge, 1984!. A similar sensitivity to properties such
as density and elasticity that vary with the materials of which
an object is composed has also been shown~Avanzini and
Rocchesso, 2001; Klatzkyet al., 2000; Lutfi and Oh, 1997!.

Such studies have used a variety of approaches such as
recognition, identification, classification, or categorization of
the object~Avanzini and Rocchesso, 2001; Cabe and Pit-
tenger, 2000; Houixet al., 1999; Krotkovet al., 1996; Repp,
1987; Warren and Verbrugge, 1984!, discrimination among
sounds ~Lakatos et al., 1997; Lutfi, 2001; Lutfi and Oh,
1997!, scaling sounds according to prespecified properties
such as hardness, length, mass, or speed~Carello et al.,

a!Preliminary results leading to the present study were first reported at the
combined 16th International Congress on Acoustics and 135th Meeting of
the Acoustical Society of America, Seattle, WA and at the 139th Meeting of
the Acoustical Society of America, Atlanta, GA.
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c!Current address: ENSTA-UME, chemin de la Hunie`re, F-91761 Palaiseau,
France. Electronic mail: chaigne@ensta.fr

d!Current address: PSA Peugeot-Citroe¨n, DRIA/SARA/PEFH, route de Gizy,
F-78140 Vélizy-Villacoublay, France. Electronic mail:
vincent.roussarie@mpsa.com
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1998; Freed, 1990; Kunkler-Peck and Turvey, 2000!, or es-
timating relative similarity of sound pairs~Klatzky et al.,
2000!. The last technique is of particular interest as it lends
itself to an exploratory data analysis approach that imposes
few a priori hypotheses on the nature of the underlying per-
ceptual structure that results from variation in a set of me-
chanical properties of the objects of interest or the acoustical
properties resulting from setting them into vibration.

In most of the studies cited above, the sounds used were
either natural~objects set into vibration in the presence of the
listeners or digitally recorded! or synthetic~most often by
Fourier synthesis!. The former have the advantage of repre-
senting the richness of the everyday acoustic environment
and the disadvantage of clearly establishing what it is in the
sound that listeners are using to make their judgments. The
latter have the advantage of being deterministic and simple,
but often suffer from not truly representing real-life vibrating
objects. A judicious compromise is the use of physical
models that simulate the vibratory behavior of objects. One
can control precisely the mechanical parameters of the syn-
thesis model, all the while obtaining the complex relations
among analytic signal parameters that specify the mechanical
nature of the object. The perceptual study of such sounds
also has the advantage of leading to an understanding of
which mechanical properties are the most relevant for simu-
lation in virtual environments.

To study the perceptual representation of material pro-
perties of impacted bars, a physical model was used to create
the sounds. The model has been presented elsewhere
~Chaigne and Doutaut, 1997; Doutautet al., 1998! and only
the aspects that are relevant to the present psychophysical
quantification of the relation between some of the model
parameters and their corresponding perceptual dimension
will be presented here. Listeners performed dissimilarity
ratings on pairs of sounds. A multidimensional scaling tech-
nique was used to recover a mathematical model that repre-
sents the dissimilarities as distances~McAdamset al., 1995!.
Indeed, multidimensional scaling has been a technique of
predilection for the study of musical timbre~Gray, 1977;
Hajda et al., 1997; Iverson and Krumhansl, 1993; Lakatos,
2000; McAdams, 1999; McAdamset al., 1995; Plomp,
1970; Wessel, 1979!. One then uses the distance model to
compare the dimensionality of the ‘‘perceptual space’’ with
that of the physical stimulus space and to quantify the rela-
tions among mechanical properties, analytic parameters de-
rived from the resulting signals, and the perceptual dimen-
sions. Of particular interest are the nature of timbral and
pitch cues that underlie the perceptual representation.

II. PHYSICAL MODELING SYNTHESIS

The software used to build the sound palette for the
psychoacoustic experiments is a time-domain sound synthe-
sis program based on a physical model. The program digi-
tally simulates mallet percussion instruments~Chaigne and
Doutaut, 1997; Doutautet al., 1998!. The physical equations
of the complete model are thus reproduced and solved nu-
merically, providing control of the different mechanical and
geometrical parameters of the equations. We will briefly
present in order the physical model of the vibrating bar. The

mechanical equations are taken from Chaigne and Doutaut
~1997!. They are presented only briefly here to underscore
the choices of physical parameters that were made for the
synthesis of the test stimuli. For a fuller development of the
theory and implementation, in particular the interaction be-
tween mallet and bar and the acoustic radiation, see Chaigne
and Doutaut~1997! and Doutautet al. ~1998!. All parameters
related to these parts of the model were held constant in our
sound stimuli. Experiment 1 used parameter settings of the
model for rectangular bars of constant cross-sectional geo-
metry, whereas experiment 2 used parameters for tuned bars
of variable cross section as are found in the xylophone and
marimba. The notations used to represent the physical pa-
rameters in the equations for the bars are shown in Table I.

In this section the mechanical equations are presented,
notably taking into account energy loss phenomena that are
crucial to our study. Energy loss processes are ubiquitous in
physical phenomena. In particular, any excited physical sys-
tem will dissipate the received energy over the course of time
in the form of internal or external exchanges. When a mallet
excites a bar, part of the incident energy is dissipated into the
air in the form of an acoustic wave, i.e., a sound. This exter-
nal wave whose acoustic radiation is caused by the vibrating
structure is one of the external exchanges. However, this loss
is most often negligible compared with the losses due to
viscosity within the material~except for metal bars of par-
ticular size, around and above the critical frequency!.
Chaigne and Lambourg~2001!, for example, have shown
that the fine-grained modeling of damping is complex, but
that in the case of bars, an approximate description of damp-
ing with two constants~fluid and viscoelasticity! already
gives good results for sound synthesis. The energy losses are
reflected in the sound’s temporal evolution and are conse-
quently perceived by the listener as a progressive attenuation
of the sound level and at times as a modification of the tim-
bre of the sound. One of the aims of sound synthesis with
physical models is to reproduce as closely as possible the
signals arising from mechanically produced events. It is thus
imperative for high fidelity synthesis to introduce energy loss
phenomena. However, the physical justification and the
mathematical formulation of these phenomena can be very
complex. It is thus necessary to start with simple, general
models. The validity of these models derives from both ex-
perimental physical measures and perceptual validation by

TABLE I. Variables used in the bar model.

Symbols Definitions~units!

w(x,t) Vertical displacement~m!
E Young’s modulus~N/m2!
r Density ~kg/m3!
S(x) Cross section~variable! ~m2!
I (x) Moment of inertia of cross-section~m4!
L Length ~m!
b Width ~m!
h(x) Thickness~variable! ~m!
gB Fluid damping coefficient~s21!
h Viscoelastic damping coefficient~s!
a Damping factor~s21!
f (x,x0 ,t) Force per unit mass~m/s2!
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listeners. The present study focuses on the latter aspect.
The physical system under consideration is composed of

a bar of constant~or variable! cross section with free edges,
of a mallet with a spherical head, and of a resonator. The
diagram of the bar is presented in Fig. 1.

The bars are simulated with elastic supports as in a xy-
lophone. One-dimensional Euler–Bernoulli bar equations are
used to describe wave propagation in the material, which is
presumed to be homogeneous and isotropic. This model is
refined by taking into account the damping of the transverse
bending waves with a model of viscoelastic loss. The vertical
componentw(x,t) of the displacement of the bar is governed
by the following equation:

]2w

]t2 ~x,t !5
E

rS~x! S 11h
]

]t D ]2

]t2 S I ~x!
]2w

]x2 D2gB

]w

]t

1 f ~x,x0 ,t !, ~1!

where E is Young’s modulus,r is the density,S(x) is the
rectangular cross section, which varies as a function of the
position x along the longitudinal axis of the bar,h is the
viscoelastic damping coefficient,I (x) is the moment of iner-
tia of the cross section,gB is the fluid damping coefficient,
and f (x,x0 ,t) is the force per unit mass. As discussed in
Chaigne and Doutaut~1997!, gB determines~asymptotically!
the losses in the lowest partials andh determines~asymptoti-
cally! the losses in the higher ranking partials. Their combi-
nation results in a decay envelope that can be characterized
with two decay constants~see Sec. III!.

For a rectangular cross section, we have

S~x!5bh~x! and I ~x!5
bh3~x!

12
. ~2!

Under the assumption of free-free boundary conditions, one
obtains

]2w

]x2 ~x,t !50,
]3w

]x3 ~x,t !50U
x50,L

, ~3!

which means that force and moment vanish at both ends of
the bar. We assume that the sound of an impacted bar is due
to the flexural motion of the bar in the verticalx-zplane. This
amounts to neglecting the contribution of torsional and lon-
gitudinal waves, as well as of flexural waves in thex-y plane.
An additional assumption is that this motion can be ade-

quately described by the one-dimensional Euler–Bernoulli
equations. Previous measures on xylophone bars show this
assumption to be valid in the low-frequency range to a first
degree of approximation~Rossing and Russell, 1990!, the
model leading to a tuning error of less than 2% for funda-
mental frequencies below 1.2 kHz~Doutaut, 1996!.

Although for wood this is an approximation, the material
is assumed to be homogeneous and isotropic. Since bars are
usually cut in the direction of the fibers, Eq.~1! is acceptable
if Young’s modulus,E in the equation, is taken equal to the
longitudinal modulus of elasticity~Bucur, 1995!.

The damping of the flexural waves is represented in Eq.
~1! by two terms. The first one represents viscoelastic losses
and is proportional to the coefficienth ~in s!. The relation
between stresss and strain« in the material is expressed by

s~x,t !5ES «~x,t !1h
]«

]t
~x,t ! D . ~4!

The second term is equivalent to a fluid damping. Its
magnitude is represented by the coefficientgB(s21).
Chaigne and Doutaut~1997! showed that the introduction of
these damping terms in Eq.~1! yields a good representation
of losses in wooden bars. The coefficientsh and gB are
estimated from the decay times of partials. The solutions of
Eq. ~1!, decomposed on the basis of plane waves, allow us to
write the solutions in the form of the product of a spatial
function and a temporal function. In order to characterize
damping, we define the damping factora as the inverse of
the time it takes for the amplitude to decay by a factor of 1/e.
Assuming damped sinusoidal waves as solutions to Eq.~1!
imposes the following relation between damping and fre-
quency:

a~ f !5
gB

2
12p2h f 2. ~5!

This relation allows us to compute the coefficients of the
damping model by measuring the value ofa for each partial
in real bars.

III. DERIVATION OF ANALYTIC SIGNAL PARAMETERS

All sounds were synthesized in 16-bit mono format at a
48-kHz sampling rate. Three classes of analytic signal pa-
rameters were derived: temporal, spectral, and spectrotempo-
ral. The temporal parameters were derived from the temporal
envelope@AHT(t)#, which was determined by taking the
imaginary part of the Hilbert transform of the signal and
filtering the absolute value of this imaginary part using a
third-order Butterworth filter with a low-pass cutoff fre-
quency of 50 Hz.

The spectral and spectrotemporal parameters were de-
rived from one of two time-frequency representations. In the
raw signal representation, a 4096-point fast Fourier trans-
form ~FFT! with a Hamming window was performed. To
estimate the frequencies of the partials composing each
sound, the beginning of this time window was positioned just
after the attack of the sounds at 23 ms.

The second time-frequency representation simulates the
output of the human cochlea. In this representation, the sig-

FIG. 1. Geometry of the xylophone bar.
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nal is first processed in a way that simulates the outer and
middle ear filtering. The magnitude transfer function is de-
duced from behavioral measures of the minimum audible
field ~absolute auditory threshold; Killion, 1978!. It is imple-
mented as a cascade of an IIR high-pass filter to account for
the sharp loss of sensitivity at low frequencies and a FIR
equalizer~two second-order filters in cascade! to account for
the peak of sensitivity around 2 kHz and the loss of sensiti-
vity in the high frequencies. The filtered signal is then pro-
cessed in several steps to obtain an approximation of the
excitation pattern along the basilar membrane, function of
the frequency locus~or characteristic frequency, CF! along
the membrane and of time. In a first step, the waveform is
multiplied by a window shaped as the time-reversed enve-
lope of a gammatone impulse response~Pattersonet al.,
1995! with an equivalent rectangular duration of about 20
ms. The windowed slices are Fourier transformed to obtain a
power spectrum. The frequency resolution of this power
spectrum is similar to that of the characteristic frequency
with the narrowest cochlear filter. The power spectrum is
remapped to get a resolution similar to the cochlea and chan-
nels evenly spaced on an equal-resolution scale~Moore and
Glasberg, 1983!. This scale is derived from psychophysical
measures of auditory filter bandwidth~in equivalent rectan-
gular bandwidth, or ERB, units! along the cochlear partition
~the ERB-rate scale!. Each channel of the new spectrum is
the weighted sum of power spectrum coefficients, with
weights designed to approximate the shape of a cochlear fil-
ter. This new power spectrogram has a frequency resolution
and scale similar to that of the cochlea. Its temporal resolu-
tion is commensurable with that measured psychophysically
~equivalent rectangular duration58 – 13 ms) ~Plack and

Moore, 1990!. All channels have the same temporal resolu-
tion. In this respect, it differs from the gammatone filter-bank
which allows better temporal resolution at higher frequen-
cies, but not at the lowest. Different temporal resolution in
different channels makes the calculation of parameters such
as the instantaneous spectral centroid unstable, so uniform
temporal resolution is preferable. As a final step, the power
in each channel is raised to the power 0.25 to approximate
excitation or partial loudness~Hartmann, 1997!.

A. Decay constants „a1 ,a2…

The temporal envelope of percussive sounds is often as-
similated to a decaying exponential function of the form
A exp(2at). Damping can thus be practically characterized
by the decay constanta. This parameter can be estimated as
the slope of the linear regression equation on ln@AHT(t)#.
However, as Fig. 2 shows, the form of this envelope has two
slopes, related togB andh as discussed previously: one just
after the maximum and another anywhere from several tens
to several hundreds of ms later, respectively. The first,a1 ,
was estimated over a time frame of 15 ms starting 2.5 ms
after the envelope maximum. The second,a2 , was estimated
over a 100-ms time frame ending either at the end of the
sound for those sounds that were artificially cut off at 1 s, or
at the moment at which ln@AHT(t)#50. The envelope gene-
rally becomes erratic below this value.

B. Equivalent durations „ED3dB ,ED10dB…

Since the damping strongly affects the perceived dura-
tion of the sounds, an additional analytic parameter related to
the decay constant was computed. This parameter represents

FIG. 2. Temporal envelopes for
sounds 1~a! and 7 ~b! from experi-
ment 1, representing the lowest and
highest degrees of damping, respec-
tively ~see Table III!. The derivation of
decay constantsa1 , a2 ~slopes of
lines fitted to portions of the curve!
and equivalent durationsED3dB , and
ED10dB from these functions is shown.
The full envelope over the 1-s duration
is shown on the left and a blowup of
the initial portion of each envelope is
shown on the right.

1309J. Acoust. Soc. Am., Vol. 115, No. 3, March 2004 McAdams et al.: Psychomechanics of impacted bars



the amount of time a sound event has a rms amplitude that
exceeds a critical value that is expressed in decibels below
the maximum~Fig. 2!. It has been shown to be strongly
correlated with the perceptual dimension that distinguishes
continuously and impulsively excited sounds~McAdams
et al., 1995!. Two critical values were tested here: 3 and 10
dB.

C. Frequency of the first partial „f 1…

The frequency of the first partial,f 1 , was estimated
from the lowest prominent component in the FFT, the ampli-
tude of which exceeded that of a constant 440-Hz component
present in all stimuli due to excitation of the fixed-length
resonator~see Fig. 3!. Quite often, f 1 corresponded to the
primary pitch heard in the bar sounds.

D. Spectral center of gravity „SCG…

The instantaneous spectral center of gravity is computed
on the cochlear representation. For each time frame, the spe-
cific loudness-weighted average frequency on the ERB-rate
scale is computed. The variation of this quantity over time
gives the SCG(t) function ~Fig. 4!. The mean SCG is com-

puted on this array of values over that portion of the signal
for which ln@AHT(t)#.0 to avoid including less reliably de-
termined SCG values in low-level parts of the signal essen-
tially represented by fluctuation in the lowest bit.

E. Slope of SCG „t … „Slope SCG…

One feature of bar sounds is that damping depends on
frequency. Given that the damping increases as the square of
the frequency, for a given value ofh, the instantaneous SCG
of the bar without the resonator decreases monotonically
over time and eventually asymptotes, in many cases near the
fundamental frequency. The rate of decrease in instantaneous
SCG is thus always greater at the beginning of its temporal
evolution @Fig. 4~a!#. The SCG(t) curve characterizes this
rate of decrease over an initial 100-ms time frame. Due to the
short-duration presence at the beginning of all the sounds of
the low-amplitude 440-Hz component resulting from the
presence of the fixed-length resonator, the SCG(t) curve
sometimes rises briefly before beginning its descent, particu-
larly for sounds with higher-frequency partials such as those
in experiment 1 and the high sounds in experiment 2@Figs.

FIG. 3. Spectrograms of sounds 1 and 7 from experiment 1. The 440-Hz
component due to the resonator and the lowest partial due to the bar (f 1) are
shown.

FIG. 4. Variation over time of the spectral center of gravity~SCG!. The
spectral centroid values are expressed in physiological units~ERB-rate! on
the left and physical units~Hz! on the right. SlopeSCGis determined from the
regression of SCG(t) onto a straight line over the time window between the
two vertical lines. The mean SCG for each curve is shown by the horizontal
dotted line.
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4~b! and ~d!#. Since the behavior of this component is not
related to the material of the bar, this part of the curve was
ignored. The slope was thus measured starting 2.5 ms after
the initial maximum or initial plateau. In a few cases, the
curve asymptotes before the 100-ms time frame has passed.
In such cases, the window over which the slope was esti-
mated was reduced so as to end at the bend in the curve@Fig.
4~c!#. @The fact that the SCG~t! curve increases beyond 0.35s
in Fig. 4~c! should be ignored because the amplitude of the
signal is close to zero beyond this point.# Finally, in three
stimuli in experiment 1, the curves were flat after the initial
rise and their slopes were thus set to 0@Fig. 4~d!#.

IV. GENERAL METHOD

A. Procedure

The listener’s task was to rate the perceived dissimilarity
between two stimuli according to any criteria that seemed
perceptually salient. The aim is to discover what listeners
hear as being salient, not to impose a particular judgment
criterion. This rating was to be performed on all pairs of
different sounds within the stimulus set for a given experi-
ment. In order to give the listener a sense of the range of
variation to be encountered and thus to make the best use of
the rating scale, all of the sounds were presented in random
order at the beginning of each experiment. Then ten training
trials, chosen at random from the experimental set, were pre-
sented to provide practice with the rating scale. On each trial,
two sounds were presented, separated by a 1-s silence. In the
experimental block, each pair of different sounds was pre-
sented once. The order of presentation of the two sounds was
randomly chosen for each listener. The dissimilarity rating
was indicated by moving a cursor on the computer screen
along a horizontal scale labeled ‘‘very similar’’ at the left and
‘‘very dissimilar’’ at the right. The end points of this continu-
ous scale were coded as 0 and 100, respectively. The cursor
was moved by clicking on it and dragging it with a mouse.
There were also two buttons available on the computer
screen that could be activated by clicking on them: one for
replaying the sound pair as many times as necessary to reach
a satisfactory rating, the other for recording the position of
the cursor and moving to the next trial. The ratings were
compiled into a triangular matrix without diagonal, which
constituted the data set for each listener.

B. Multidimensional scaling of dissimilarity ratings

The analysis of the dissimilarity data was performed
with multidimensional scaling, using an extension of the
CLASCAL program~McAdamset al., 1995; Winsberg and
De Soete, 1993!. This analysis represents the relations
among sounds with a distance model.

CLASCAL uses an extended Euclidean distance model
that includes positions in a Euclidean space shared by all of
the sounds, specific dimensions for individual sounds~called
‘‘specificities’’!, and weights on each of the dimensions and
on the set of specificities for each latent class of listeners.
The distance between soundsi and j for classt is written

di jt 5F (
r 51

R

wtr~xir 2xjr !
21n t~si1sj !G1/2

, ~6!

wherexir is the coordinate for stimulusi along dimensionr,
wtr is the weight on dimensionr for classt, si is the speci-
ficity of stimulus i, andn t is the weight on the whole set of
specificities for classt.

We do not know the number of latent classes in advance.
We use a Monte Carlo significance testing procedure pro-
posed by Hope~1968! and first applied in the context of
latent class analysis by Aitkenet al. ~1981!. @See McAdams
et al. ~1995! for a more detailed description of the procedure
as applied to timbre perception.#

For highly nonlinear models such as those used in mul-
tidimensional scaling, information-based statistics cannot be
used reliably to determine the appropriate spatial model, i.e.,
the appropriate dimensionality of the Euclidean common
space, and the absence or presence of specificities. To choose
the model, the following procedure was used:

Step 1: Choose the appropriate number of latent classes,
using the Hope procedure on the fully saturated or null
model ~i.e., the matrix of mean dissimilarities between all
pairs of stimuli!.

Step 2: Choose two competing spatial models by selec-
ting the two models with lowest BIC statistics from models
with generally from about one to five or six dimensions with
and without specificities. BIC~Schwarz, 1978! is an
information-based criteria for model selection. BIC
522 log L1 log (no)np , ~where log L5 log likelihood, no

5the number of observations, andnp5the number of model
parameters!.

Step 3: Using the number of latent classes selected in
step 1 above, choose the appropriate spatial model from the
top two or three competing models, perhaps also including
an additional model that is of interest on theoretical grounds,
using the Hope procedure.

Step 4: Verify the appropriate number of latent classes
using the Hope procedure as in step 1, but using the spatial
model selected in step 3.

Step 5: If the number of latent classes selected in step 4
is identical to the number selected in step 1, STOP; other-
wise repeat steps 2 and 3 with the number of classes selected
in step 4, and repeat step 4 with the newly selected model.

Since one-class solutions are rotationally invariant, they are
subsequently rotated to an extended, weighted Euclidean
model ~EXSCAL: Winsberg and Carroll, 1988, 1989! in
which weights are computed for each subject. This has the
effect of orienting the axes along psychologically meaningful
dimensions as represented by the directions of maximum
variation across subject weights. Note that BIC cannot reli-
ably choose between anN-class model and a one-class model
since the degrees of freedom of the former model increase
with the number of subjects. So in the one-class case, steps
2, 3, and 4 are reduced to spatial model selection and rotation
to the fully weighted model solution.
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V. EXPERIMENT 1: BARS OF CONSTANT
CROSS-SECTION

A. Method

1. Subjects

A group of 19 subjects~9 women and 10 men! partici-
pated in the experiment. Their ages ranged from 21 to 40
years. No subject was a professional musician. All reported
having normal hearing. They were paid for their participa-
tion.

2. Stimuli

Sixteen sounds were synthesized with a bar model with
constant cross-section. All sounds were equalized in loud-
ness by an adjustment procedure performed with five listen-
ers. The final levels corresponded to the mean of the adjusted
levels.

The geometric and elastic parameters of the bar
(E,I ,r,h,b,L,S) affect the frequencies of the spectral com-
ponents of the sound and thus the perceived pitch. We varied
density~r! and held all the other parameters constant~Table
II !. The mallet and resonator parameters were also held con-
stant. Density varied linearly in the interval@300, 900
kg/m3#. The values were chosen so that at least a quarter-tone
interval ~3% difference in frequency! existed between the
lowest partial of adjacent sounds on this continuum, ensuring
their discriminability in terms of pitch.

The damping parameters (gB ,h) affect the spectral dis-
tribution and the temporal envelope of the sound. As previ-
ously shown in Eq.~5!, the effect of the fluid damping coef-
ficient gB is to limit the decay time in the low-frequency
range~the lowest partial of the bars!, whereas the effect of
the viscoelastic coefficienth is to reproduce the decrease of
the decay time with increasing frequency observed in real
bars. We thus chose to varyh as a second parameter, which
directly affects the temporal decay as a function of fre-
quency. The damping factor was varied exponentially in the
interval @0.1, 200.0 ns#. This interval of damping coefficients
covers a large range of materials from glass to wood, inclu-
ding carbon and some plastic materials. It would not include
metals for which the laws of variation of damping as a func-
tion of frequency are much more complex. It was determined

in a pilot study that this distribution gave a reasonably ho-
mogeneous spread of perceived differences between adjacent
values. Beyond this range, the sounds created with the con-
stant cross-section model become perceptually indistinguish-
able: too highly damped sounds are perceived as clicks, and
too lowly damped sounds are perceived as being constant
over the duration used in our stimuli.

In order to have 16 different values for each of the
physical parameters with only 16 sounds, we chose a homo-
geneous pseudo-random distribution within a 16316 matrix
in the physical space defined by density and damping~the
latter being on a log scale!. The distribution allows us to
have 16 values on each parameter and ensures that all pairs
of sounds are distinguishable while covering the desired
physical space. The exact values of the model parameters are
listed in Table III as are the corresponding analytic para-
meters.

3. Procedure

All distinct pairs of the 16 stimuli were presented for a
total of 120 experimental trials. The experiment lasted ap-
proximately 40–50 min per subject.

4. Apparatus

The experiment took place at Ircam. Listeners were
seated in a Soluna S1 double-walled sound-isolation cham-
ber. The sounds were reproduced with a NeXT computer
equipped with an ISPW sound-processing card and the Max
sound-synthesis software~Lindemannet al., 1991!. The digi-
tal output was converted to an analog signal with a ProPort
DAC equipped with anti-aliasing filters. The signal was then
amplified with a Canford stereo amplifier and presented di-
otically over AKG-1000 open-air headphones. The experi-
mental program, sound presentation, subject interface, and
data collection were programmed with the PsiExp~Smith,
1995! software environment.

B. Results

1. CLASCAL analyses

The CLASCAL analysis yielded a model with two di-
mensions, no specificities, and a single latent class. This
model is invariant under rotation and was thus rotated to the
N-class model. The distances between the sounds in the
model explain 92% of the variance in the mean dissimilarity
ratings.

Four main points emerge from this analysis. First, the
dimensionality of the perceptual space is identical to that of
the physical space. Second, listening to the experimental
stimuli in order as projected onto each of the perceptual di-
mensions reveals a variation in timbre along dimension 1 and
in pitch along dimension 2. The timbre variation appears to
have a temporal component and a spectral component. At
one end of this dimension, sounds ring longer and are
brighter. At the other end, they are quickly deadened and
duller sounding. Third, since the fit of distances to dissimi-
larities is performed with a linear metric, we can compare the
relative extent of variation along the two dimensions. The
range of variation along dimension 1 is 1.75 times larger

TABLE II. Parameters held constant in the bar model in experiment 1. The
columns represent the name of the parameter, its symbol, its value, and the
physical units.

Parameter Symbol Value Units

Bars
Young’s modulus E 9.293109 N/m2

Moment of inertia I 2.6731025 m4

Fluid damping gB 8.0 s21

Thickness h 0.02 m
Width B 0.04 m
Length L 0.20 m
Cross-section S 831024 m2

Mallet
Mass mm 0.012 kg
Radius Rm 0.012 m
Stiffness K 4.23108 Nm23/2
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than that along dimension 2, suggesting a perceptual domi-
nance of dimension 1. For this set of sounds, listeners are
thus collectively more sensitive to timbral variation than to
pitch variation.

2. Correlational analyses

The mechanical and analytic signal parameters as well
as the coordinates in the perceptual space are listed in Table
III. The acoustic information related to the mechanical pa-
rameters is presumed to be carried by the analytic signal
parameters~i.e., derivable from the sensory representation of
the acoustic signal!. Note that in many cases the relation
between the parameters is not linear. For example,f 1 is in-
versely proportional to the square-root ofr. Over the range
of variation of f 1 in this stimulus set, linear and logarithmic
relations betweenf 1 and dimension 2 give the same correla-
tion coefficient. For this reason, only the linear relation is
used throughout the paper. The transformation of the objec-
tive parameters to achieve a good fit to the perceptual coor-
dinates can be a logarithmic (a,ED) or a power function
(r,h,SlopeSCG). In the case of the latter, a function of the
form C5a1bwc was used to fit the physical parameters~w!
to the perceptual dimensions~C!, leavinga, b, andc as free
parameters. In this way, exponents of 0.33 and 0.39 were
found for the relation of dimension 1 toh and to SlopeSCG,
respectively.

The correlations amongh0.33, log(a1), log(a2), SCG,
ED3dB, ED10dB, SlopeSCG

0.39 , and dimension 1, on the one
hand, and amongr21/2, f 1 , and dimension 2, on the other,
are in most cases very high@0.87<ur (14)u<1.00, p
<0.0001, in all cases#, whereas those between these two
groups of parameters are generally low@0.05<ur (14)u
<0.35,p.0.19 in all cases#, attesting to the perceptual and
acoustic independence of the two groups.

Several analytic parameters~SCG, a1 , a2 , ED3dB,
ED10dB, SlopeSCG) are partially correlated with dimension 1

andh. Therefore, a stepwise multiple regression with dimen-
sion 1 as dependent variable and the appropriate power or
log transforms of these parameters as independent variables
was performed. The aim was to evaluate the relative contri-
bution of each analytic parameter to a possible combined
perceptual effect represented as dimension 1. The statistic of
interest is the coefficient of determination, adjusted for the
inclusion of several regressors (Radj

2 ), which is considered to
represent the variance in the dependent variable explained by
the linear combination of independent variables. Forward
and backward selection procedures were used to verify
whether they converged on the same set of regressors. The
forward selection starts with no independent variables in the
model and adds them in order of their ability to predict the
dependent variable based on the partialF-ratio. It stops when
the addition of a new parameter is not statistically signifi-
cant. The backward selection starts with all independent vari-
ables in the model and removes the one that is least useful in
predicting the dependent variable. It stops when the least
useful independent variable still makes a significant contri-
bution to predicting the dependent variable.

For forward selection, once SlopeSCG was entered into
the regression, no other parameter made a significant enough
contribution to enter subsequently (Radj

2 50.92). This para-
meter is also very highly correlated withh0.33 (Radj

2

50.96). Scatter plots of these regessions are shown in Fig.
5~a!. The backward selection only removes two of the six
analytic parameters leaving SlopeSCG, SCG,a2 , andED10dB

(Radj
2 50.97). Note, however, that the increase in explained

variance with the addition of the last three parameters is only
5%, due primarily to the fact that the correlations among the
predictor variables are quite high, as mentioned previously.
This perceptual dimension would thus seem to be primarily
explained by a spectrotemporal component that is closely
correlated both with the mechanical parameter being varied
and the corresponding perceptual dimension, confirming the

TABLE III. Experiment 1: Summary of mechanical parameters used in the physical model~h, r! for a constant-section rectangular bar, of descriptors derived
from the resulting signals (a1 , a2 , ED3dB , ED10dB, SCG, SlopeSCG), and of perceptual coordinates derived from the CLASCAL analysis of dissimilarity
ratings~Dim1, Dim2!.

Sound

Mechanical Signal descriptors Perceptual

h
~ns!

r
~kg/m3!

a1

~s21!
a2

~s21!
ED3dB

~ms!
ED10dB

~ms!
SCG

~ERB-rate!
SlopeSCG

~ERB-rate/s!
f 1

~Hz! Dim1 Dim2

1 0.1 300 8.6 4.0 72 277 26.7 0.0a 2857 250.9 32.2
2 70.0 340 35.4 15.8 14 67 24.3 224.0 2685 22.8 22.9
3 4.0 380 15.5 4.5 41 157 26.2 21.8 2543 244.9 19.4
4 40.0 420 50.1 9.8 12 35 25.1 228.5 2419 0.8 25.1
5 150.0 460 97.3 21.5 9 17 24.1 279.8 2313 35.5 11.3
6 6.0 500 13.1 4.6 388 140 26.6 23.3 2220 241.6 5.8
7 200.0 540 184.0 23.0 9 12 24.5 2109.0 2138 45.9 4.1
8 50.0 580 47.0 9.2 13 37 25.0 229.3 2062 14.1 22.0
9 20.0 620 24.7 5.8 21 75 26.0 27.9 1992 213.3 24.5
10 2.0 660 9.7 5.0 58 222 27.9 0.0a 1922 244.1 210.5
11 120.0 700 71.4 12.6 12 25 24.5 245.5 1874 28.3 211.2
12 1.0 740 9.1 4.4 39 250 27.8 0.0a 1816 245.8 214.6
13 30.0 780 27.4 6.2 19 67 25.5 28.9 1781 23.3 223.3
14 100.0 820 62.6 11.6 12 27 24.3 241.6 1734 26.6 219.1
15 90.0 860 55.0 10.5 13 32 24.2 235.7 1693 29.6 221.5
16 180.0 900 108.3 17.3 10 17 23.8 278.6 1658 40.2 214.6

aThere was some difficulty measuring accurately the value of SlopeSCG for some sounds in which SCG(t) was flat or very slightly increasing.
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triangular relation between mechanical processes, acoustic
information, and perceptual result.

For the second perceptual dimension, closely related to
the density parameter of the model, and thus to the frequency
composition of the bar sounds, a highly significant correla-
tion betweenf 1 and the coordinates along dimension 2 is
found, confirming the impression that this dimension is re-
lated to pitch @Fig. 5~b!#. As mentioned previously, pitch
variation was rated as occupying a smaller range of percep-
tual variation than the timbral variation related to the dam-
ping parameter. The range of pitches represented byf 1 is
situated between 1658 and 2857 Hz~about 9.5 semitones!,
and adjacent pitches in the stimulus set were separated by
intervals ranging from slightly more than a semitone~sounds
1 and 2:107 cents! to slightly less than a quarter-tone~sound
15 and 16:36 cents!. It should be noted that no difference in
correlation coefficient was found for the comparisons be-
tween dimension 2 coordinates and either linear or log fre-
quency scales forf 1 . Indeed, due to the small range of varia-
tion of f 1 , its log and linear versions are highly correlated in
a linear regression (R250.99).

C. Discussion

The multidimensional scaling analysis of dissimilarity
ratings, made by listeners on a set of sounds synthesized by
a physical model, revealed a perceptual space that had the
same dimensionality as the original mechanical space. Trans-
formations of the mechanical parameters were related to po-
tential signal parameters that could be extracted by the audi-
tory system and perceived as perceptual dimensions of the
stimuli. Strong correlations were found among all three do-
mains. The nature of the transforms provides important in-
formation about the nature of the sensory or perceptual
representation of these complex, naturalistic stimuli. This
representation would then be the basis upon which stimuli
could be compared and perhaps analyzed in order to recog-

nize the material properties of the vibrating objects. One of
the surprising results of this experiment is that simultaneous
variation in pitch did not annihilate the contribution of tim-
bre to a global impression of dissimilarity among sounds. On
the contrary, the timbral variation was much stronger in the
resulting perceptual space than was the pitch variation. To
pursue further this latter point, a second experiment was con-
ducted on tuned bars in which the range of variation of the
damping parameter was reduced and that of the perceived
pitch was increased.

VI. EXPERIMENT 2: BARS OF VARIABLE CROSS-
SECTION

To achieve the necessary range off 1 variation in experi-
ment 2, a model of tuned xylophone bars was used. The
tuning of the partial structure was achieved by varying the
cross-sectional geometry as shown in Fig. 1, andf 1 variation
was created by modifying the length~L! of the bar. All of the
other geometrical and mechanical properties affecting the
frequency content were held constant. Two sets of bars were
tested. One set~referred to as high! had modal frequencies in
the same range as those of experiment 1. In these sounds, the
lowest partial’s frequency was at least a major sixth~a ratio
of 1.68! above the resonance frequency of the fixed-length
tube resonator~440 Hz!. The other set~referred to as low!
was created by using bar lengths that were four times those
of the first set, giving lowest partials in a range near that of
the resonator. The aim with this set was to study the effects
of bar-resonator coupling on material perception, particularly
since such coupling affects the decay characteristics of the
sound which were shown in experiment 1 to play a possible
role in the perception of sound properties related to the ma-
terials.

A. Method

1. Subjects

The experiment was performed in two separate sessions
corresponding to the two sets of bar sounds by 21 subjects
~13 men, 8 women! aged from 22 to 40 years. None of them
had participated in experiment 1. No subject reported having
hearing problems and none was a professional musician. All
were paid for their participation.

2. Stimuli

Fourteen sounds were synthesized in each set using the
same set of viscoelastic damping coefficients~h!, but diffe-
rent sets of bar lengths. In light of the results from experi-
ment 1,h was varied in experiment 2 according to a power
function in order to obtain a relatively constant perceptual
difference between adjacent values along this continuum.
The range of variation ofh on a log scale is slightly smaller
in experiment 2. On the scale of the power function from
experiment 1 with an exponent forh of 0.33, the perceptual
range for experiment 2 is 66% of that for experiment 1. All
other material properties were held constant and took the
values specified in experiment 1 exceptr, which was held
constant at a value of 782 kg/m3.

FIG. 5. Experiment 1. Linear regressions of coordinates along one dimen-
sion of the perceptual space onto signal descriptors of mechanical param-
eters.~a! Dimension 1 compared to SlopeSCG

0.39 and h0.33. ~b! Dimension 2
compared tof 1 .
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The width ~b! and maximum thickness (hmax) were set
to the values from experiment 1:4 cm and 2 cm, respectively.
The other geometrical parameters specified a variable cross
section to account for the tuning of the bar’s partials to a
harmonic frequency spectrum~Fig. 1!. To change the pitch of
the bar sounds, the length of the bar was varied. The lengths
~L!, corresponding frequencies (f 1), and resulting musical
pitches are listed in Table IV. Note that the range of variation
of f 1 on a semitone scale is 158% of that in experiment 1~15
vs 9.5 semitones!. Thus, in this experiment the range of pitch
variation is greater and the range of variation in the damping
factor is less. The height (hc) and radius (xc) of curvature
~see Fig. 1! vary with L, but the ratiosxc /L andhc /hmax are
held constant. This ensures that the tuning of the first three
partials of the bar is constant. Their frequencies were in a
ratio of 1:4:9 and therefore formed a harmonic series~in
contrast to the stimuli of experiment 1 which were inhar-
monic!. These parameters are similar to those used by instru-
ment makers in the manufacture of mallet percussion instru-
ments. The resonator geometry was also held constant. The
tube length wasLT50.179 m. The tube radius wasaT

50.02 m. The bar-tube distance wasd50.015 m.

3. Procedure

For each sound set, all distinct pairs of the 14 stimuli
were presented for a total of 105 experimental trials. Each
session lasted approximately 30–40 min per subject. The
two sessions were performed on the same day in counterba-
lanced order, separated by a break.

4. Apparatus

The experiment took place at the ENST. Listeners were
seated in a sound-isolated room. The sounds were repro-
duced with a Sun computer equipped with an integrated
sound card and DAC. The signal was then amplified with a
Rotel stereo amplifier and presented diotically over Senn-
heiser headphones connected directly to the output of the
DACs. The experimental program, sound presentation, sub-
ject interface, and data collection were programmed with the
Matlab software environment.

B. Results

1. CLASCAL analyses

a. High sound set. The CLASCAL analysis yielded two
dimensions without specificities and three latent classes.

TABLE IV. Experiment 2: Summary of mechanical parameters used in the physical model~h, L! for a variable-section tuned bar, of descriptors derived from
the resulting signals (a1 , a2 , ED3dB , ED10dB, SCG, SlopeSCG), and of perceptual coordinates derived from the CLASCAL analysis of dissimilarity ratings
~Dim1, Dim2! for both High ~a! and Low ~b! sound sets.

Sound

Mechanical Signal descriptors Perceptual

h
~ns!

L
~cm!

a1

~s21!
a2

~s21!
ED3dB

~ms!
ED10dB

~ms!
SCG

~ERB-rate!
SlopeSCG

~ERB-rate/s!
f 1 ~Hz!

@musical pitch# Dim1 Dim2

~a! High sound set
1 0.03 14.68 8.7 3.9 73 280 27.5 20.1 1659@G#5# 28.2 231.2
2 0.06 13.46 8.0 4.0 74 280 26.5 0.0a 1973 @B5# 229.3 213.3
3 0.18 12.34 9.0 4.1 70 270 25.9 20.3 2347@D6# 234.4 2.2
4 0.32 14.26 8.8 4.2 96 263 26.9 20.5 1757@A5# 212.2 224.5
5 0.56 13.08 9.3 4.6 63 240 26.8 21.1 2090@C6# 224.1 26.3
6 1.00 9.79 9.6 4.2 63 250 27.5 21.9 3730@A#6# 211.7 43.8
7 1.78 15.55 9.9 4.8 58 220 25.9 23.0 1478@F#5# 214.2 235.5
8 3.16 10.68 10.5 4.6 56 230 25.9 26.5 3135@G6# 217.1 33.2
9 5.62 11.64 10.5 4.7 56 228 24.5 27.6 2635@E6# 0.7 21.7
10 10.00 12.70 25.4 4.9 21 108 23.4 215.2 2215@C#6# 17.9 28.3
11 17.78 13.85 30.9 5.2 17 70 22.2 222.4 1862@A#5# 21.7 219.3
12 23.70 11.31 12.4 6.8 43 168 24.7 26.5 2792@F6# 16.2 25.6
13 31.62 11.00 33.9 11.0 13 88 24.9 27.5 2958@F#6# 46.7 11.8
14 56.23 12.00 27.2 12.6 16 93 23.8 211.7 2486@D#6# 48.1 0.1

~b! Low sound set
1 0.03 29.36 8.9 4.0 75 285 25.6 211.2 415@G#3# 233.6 214.9
2 0.06 26.92 8.1 4.0 80 288 24.7 212.7 493@B3# 228.2 221.3
3 0.18 24.68 7.3 4.1 83 288 24.5 29.6 587@D4# 227.2 7.6
4 0.32 28.52 7.1 4.2 75 273 25.1 211.1 440@A3# 236.9 211.8
5 0.56 26.16 8.7 4.3 75 265 24.3 29.2 523@C4# 218.9 29.1
6 1.00 19.02 16.6 4.1 66 255 24.1 23.0 987@B4# 218.5 35.5
7 1.78 31.10 10.2 4.6 53 203 24.3 215.4 370@F#3# 225.0 231.0
8 3.16 21.36 14.7 4.3 52 213 22.7 27.2 784@G4# 4.9 29.0
9 5.62 23.28 12.3 4.1 52 173 21.6 217.0 659@E4# 8.8 12.9
10 10.00 25.40 19.0 3.9 35 150 20.3 224.4 554@C#4# 20.0 29.1
11 17.78 27.70 26.7 3.9 19 88 18.5 236.0 466@A#3# 29.1 219.9
12 23.70 22.62 23.8 4.2 23 113 19.5 225.4 698@F4# 33.1 12.2
13 31.62 22.00 29.7 4.3 19 108 18.4 232.5 740@F#4# 43.6 19.1
14 56.23 24.00 36.1 4.4 15 133 16.5 250.9 622@D#4# 48.8 1.0

aThere was some difficulty measuring accurately the value of SlopeSCG for one sound in which SCG(t) was flat.
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Since the orientation is fixed in this model due to the class
weights, no rotation was necessary. The perceptual coordi-
nates of each sound are listed in Table IV~a!. The model
distances explain 85% of the variance in the mean dissimi-
larity ratings. Five subjects were in class 1, six in class 2, and
nine in class 3. Class belongingness as tested bya posteriori
probabilities with Bayesian statistics was very clear. Poste-
rior probabilities were greater than 0.89 in all cases except
one for which classification was ambiguous with respect to
classes 2 and 3. The weights were very strong~1.75! on
dimension 1 and very weak~0.40! on dimension 2 for class
1, very weak~0.38! on dimension 1 and moderate~1.15! on
dimension 2 for class 2, and moderately weak~0.87! on di-
mension 1 and strong~1.45! on dimension 2 for class 3. The
weightings of the two dimensions are thus quite different
across classes.

b. Low sound set. The CLASCAL analysis yielded two
dimensions without specificities and two latent classes. The
model distances explain 86% of the variance in the mean
dissimilarity ratings. Class 1 contained 14 of the 21 subjects,
the other 7 being in class 2. Class belongingness was very
clear, all posterior probabilities being greater than 0.99. The
weights on dimensions 1 and 2 were 0.55 and 1.70 for class
1, and 1.45 and 0.30 for class 2, respectively. Listeners in
class 1 thus weight dimension 2 much more heavily, while
those in class 2 weight dimension 1 more heavily. The per-
ceptual coordinates of each sound are listed in Table IV~b!.
In spite of the differences in bar length and bar-resonator
coupling, the perceptual spaces are very similar for high and
low sounds~Dim1 high vs Dim2 low,R250.90; Dim2 high
vs. Dim1 low,R250.80,d f512 in both cases!.

2. Correlational analyses

The fitting ofh and SlopeSCG to the appropriate percep-
tual dimensions according to a power function gave expo-
nents of 0.28 forh in both sound sets and of 0.46 and 0.63
for SlopeSCG in high and low sets, respectively.

a. High sound set. The correlations amongh0.28,
log(a1), log(a2), SCG, log(ED3dB), log(ED10dB), SlopeSCG

0.46 ,
and dimension 1, on the one hand, and amongr21/2, f 1 , and
dimension 2, on the other, are moderate to high@0.50
<ur (12)u<1.00, p<0.07, in all cases#. The lower correla-
tions are due to log(a2) in comparison with SCG (r
520.50, p50.07) and SlopeSCG (r 50.53, p50.05), all
others being greater than 0.68 (p<0.0055). Correlations
across these two groups of parameters are generally low
@0.01<ur (12)u<0.31,p.0.28 in all cases#. Stepwise regres-
sion of the analytic parameters related to damping onto di-
mension 1 with forward selection yielded a linear combina-
tion of log(ED3dB) and log(a2) (Radj

2 50.86), whereas the
backward selection yielded a combination of log(a1) and
log(a2) (Radj

2 50.88) @Fig. 6~a!#. Stepwise regression of the
parameters onh0.28 yielded a combination of log(a2) and
SlopeSCG (Radj

2 50.97) for both forward and backward selec-
tion. Nearly 94% of the variance along dimension 2 is pre-
dicted by f 1 @Fig. 6~b!#.

b. Low sound set. The correlations among damping-
related parameters and dimension 1, on the one hand, and
among length-related parameters and dimension 2, on the

other, are quite high@0.83<ur (12)u<1.00,p<0.0001, in all
cases#, if log(a2) is excluded. Due to the prolonged reso-
nance of these sounds, this parameter does not vary much
across the sound set. The correlations between the two
groups of parameters are generally low@0.03<ur (12)u
<0.42, p.0.13 in all cases#. Stepwise regression of
damping-related analytic parameters on dimension 1 gave
the same result with forward and backward selection: a com-
bination of SCG and SlopeSCG (Radj

2 50.98). Stepwise re-
gression of these parameters onh0.28 yielded a combination
of SCG and log(a2) (Radj

2 50.98) for both selection proce-
dures@Fig. 7~a!#. As with the other sound set, the pitch di-
mension ~Dim2! is highly correlated withf 1 (R250.91)
@Fig. 7~b!#.

FIG. 6. Experiment 2~high bars!. Linear regressions of coordinates along
one dimension of the perceptual space onto signal descriptors of mechanical
parameters.~a! Dimension 1 compared to linear combinations ofED3dB and
log a2 and of loga1 and loga2, and toh0.28. ~b! Dimension 2 compared to
f 1 .

FIG. 7. Experiment 2~low bars!. Linear regressions of coordinates along
one dimension of the perceptual space onto signal descriptors of mechanical
parameters.~a! Dimension 1 compared to a linear combination of SCG and
SlopeSCG

0.63 , and toh0.28. ~b! Dimension 2 compared tof 1 .
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C. Discussion

As in experiment 1, the dimensionality of the perceptual
spaces corresponds to that of the physical spaces. A variation
in timbre occurs along dimension 1 related to damping and a
variation in pitch along dimension 2 related here to bar
length. In spite of the smaller variation of the damping pa-
rameter and the larger variation of the frequency parameter
in the stimulus set, with each sound separated from its neigh-
bor by at least a semitone, the range of values occupied by
the pitch dimension in the perceptual space is still less than
that occupied by the timbre dimension. The factor has none-
theless increased to 78% for the low sounds and 96% for the
high sounds, compared to 57% in experiment 1. In the
present experiment, the bars were tuned to a harmonic series
by using a variable cross-section model. Further, the sensa-
tion of damping was lessened by the fact that the fundamen-
tal had a much lower damping than in experiment 1. This
effect is even more prominent for the low sounds in which
the sound is prolonged by a coupling between the bar and the
resonator. Note that the range of thea2 decay constant was
4.0–23.0 s21 in experiment 1 compared to 3.9–12.6 s21

~high! and 3.9–4.6 s21 ~low! in experiment 2, or 60%–75%
of the range on a log scale.

A word about the perceptual effects of resonator-bar
coupling which affects decay rate are in order here. The me-
chanical origins of this coupling have been discussed in de-
tail in Chaigne and Doutaut~1997!. The same values ofh
were used for both high and low sound sets. As can be seen
in Table IV, a1 has a similar range of variation for the high
and low sound sets, whereasa2 is nearly constant for the low
set and varies only for the five sounds with the highest values
of h in the high set. What is of import for the present study
is the fact that in spite of the much longer decay times in the
low sound set compared to the high set, the main result is
essentially the same for the two: the perceptual dimensions
related to the damping parameter in the two sets are highly
correlated (R250.80, p,0.0001). It may be, however, that
different cues are being used since the correlations between
the perceptual dimension and spectral cues~SCG! are higher
for the low set, and those with temporal descriptors
(ED3dB,a1) are higher for the high set. We will return to the
issue of common or multiple cues in Sec. VII.

VII. GENERAL DISCUSSION

The dimensionality of the three perceptual spaces from
both experiments is identical to that of the physical para-
meter space in which the stimuli were created. Further, there
are strong correlations among mechanical and analytic pa-
rameters and perceptual dimensions, demonstrating a close
relation between mechanical properties and putative para-
meters derived from the signals that represent the physical
stimuli perceptually. Note, however, that many of these
signal-derived parameters undergo a monotonic transforma-
tion in the perceptual representation that is either a logarith-
mic or a power function.

Many physical parameters are perceived according to
power functions ~luminosity, loudness, weight, electric
shock, etc.! ~Stevens, 1975!. The damping factor used in the

bar model, as well as one of its possible signal correlates
(SlopeSCG), would seem to be additions to this set. This re-
lation is all the more interesting in that a similar exponent for
h was found in three different sets of comparable stimuli that
nonetheless had many differences in terms of the range of
variation of damping factor and either bar length or density,
as well as in the spectral content of the sounds~inharmonic
in experiment 1, harmonic in experiment 2!. We will now
consider in turn the relation between mechanical parameters,
signal descriptors, and perceptual dimensions across the
three sound sets.

A. Damping-related dimension

One dimension in each of the perceptual spaces was
related to the shape-invariant damping factor and is clearly
related to the sound’s timbre. Very strong correlations be-
tween a power function of the damping factor and the per-
ceptual dimension were found. The signal characteristics, or
combinations of them, that were hypothesized to specify the
damping factor seem to vary somewhat according to the
stimulus set. A comparison was performed among the eight
signal descriptors that were the most highly correlated with
the perceptual coordinates andh in the three sound sets. The
chosen descriptors include SlopeSCG, a11a2 , a2

1ED3dB, a21ED10dB, a21SlopeSCG, SCG1SlopeSCG,
and a21SCG SlopeSCG1SCG1a21ED10dB. All eight of
these signal descriptors~using the appropriate logarithmic or
power functions of each! were fitted by multiple regression
to both the damping-related perceptual dimension andh for
each of the three spaces. The correlation coefficients and
their 95% confidence intervals were determined for each
comparison. Two descriptors were considered of equivalent
predictive power if the correlation coefficient of one fell
within the 95% confidence interval of the other.

For experiment 1, all of the descriptors have equivalent
predictive power for both the perceptual dimension andh
(0.93<R2<0.99). For experiment 2~High bars!, most of the
predictors have equivalent predictive power for both the per-
ceptual dimension (0.85<R2<0.91) and h(0.86<R2

<0.99). The exceptions are SlopeSCG and SCG1SlopeSCG

for which R2 is significantly lower at about 0.55 in relation
to the perceptual dimension and 0.72 in relation toh. The
correlations of the parameters withh are significantly higher
than with the perceptual dimension for this stimulus set. For
experiment 2~low bars!, the correlation coefficients of the
descriptors are quite dispersed, but the same three descriptors
are found at the top, and have equivalent predictive power,
for both the perceptual dimension and its mechanical origin.
Aside from the four-factor descriptor, the other two include
a21SCG and SCG1SlopeSCG. There is one descriptor that
is common to all three spaces (a21SCG). Further, the
second descriptor for the high bars in experiment 2 is not a
good descriptor for the low bars, and vice versa. As men-
tioned in the discussion on experiment 2, this might lead one
to conclude that separate acoustic cues were used by listeners
for each sound set, according to what was the most useful for
that set, e.g.,a21SlopeSCG for the high bars and SCG
1SlopeSCG for the low bars, either being a good candidate
for the constant cross-section bars of experiment 1. A more
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parsimonious approach, and the one that led to this analysis,
is to attempt to find a single descriptor that works optimally
for all three sound sets. A linear combination of a temporal
factor ~long-term decay constant,a2) and a spectral factor
~spectral centroid, SCG! is a reasonable candidate as the sig-
nal vehicle of the mechanical parameter: it explains 92%–
98% of the variance in the perceptual coordinates and 97%–
99% of the variance inh.

B. Frequency-related dimension

Dimension 2 in all three spaces was clearly related to
pitch perception. Variations in both material density~r! and
bar length~L! create changes in the component frequencies
that vary asr21/2 and L22, respectively. Each perceptual
dimension was strongly correlated with the frequency of the
first partial, f 1 , which explains 91%–94% of the variance
along this dimension. This result is similar to that of Miller
and Carterette~1975! ~experiment 1! in which both pitch
~fundamental frequency! and timbral characteristics~enve-
lope shape, spectral envelope! were varied. Miller and Car-
terette varied the pitch over a two-octave range. A multidi-
mensional scaling analysis revealed a three-dimensional
space with pitch along one dimension, decay rate along an-
other, and a third dimension that seemed to be related to the
impulsivity of the beginning of the sound~rapid attack fol-
lowed by an initial rapid decay that either continued to decay
for one sound or attained a sustain level at 40% of the maxi-
mum amplitude for another sound!. The relative perceptual
variation for the three dimensions was equivalent. However,
stimulus variation in the spectral envelope~perhaps related
to SCG! was not reflected in their perceptual space.

C. Relative perceptual salience of the two dimensions

In the present study, an attempt to increase the pitch
variation by 170%~on a log scale! and decrease the variation
in damping by 66%~on a scale defined by a power function
with an exponent of 0.3! in experiment 2, only created a
slight decrease in the dominance of the timbral dimension
over the pitch dimension: the range of variation on the
second dimension in the perceptual space was 57% of that of
the first dimension in experiment 1 and was 78%–96% in
experiment 2. This result should be qualified by the relative
weights assigned to the two dimensions by the latent subject
classes in experiment 2. A quarter of the listeners for the high
bars had greater variation on the timbre dimension by a fac-
tor of 4.4 compared to the pitch dimension, whereas the
other three-fourths had 1.7–3.0 times as much variation on
the pitch dimension compared to the timbre dimension. For
the low bars, a third of the listeners privileged the timbre
dimension by a factor of 4.8, whereas the other two-thirds
gave greater weight to the pitch dimension by a factor of 3.0.
There would thus seem to be differences among listeners
concerning the relative dominance of pitch and timbre when
they vary simultaneously.

Lutfi and Oh~1997! found a predominance of frequency
over intensity and decay constant in a study in which listen-
ers were to identify which of two sounds came from an ob-
ject of a particular material~iron versus silver, steel or cop-

per, and glass versus crystal, quartz or aluminum!. Their
sounds were synthesized sums of damped sinusoids designed
to replicate the frequencies, amplitudes, and radiation decay
constants of materials with particular elasticity, dimensions,
and density. The differences among sets of sounds represen-
ting each material were chosen to be around threshold iden-
tification performance. It may be that the relative variation of
frequency at these small differences was more salient. Closer
to the results of the present study, Klatzkyet al. ~2000! pre-
sented synthesized sums of sinusoids to represent different
materials and asked listeners to judge the proximity of the
sounds in terms of the materials they evoked. They varied
the sounds according to fundamental frequency and to a
frequency-invariant damping parameter. They performed
multidimensional scaling and forced the solution to two di-
mensions~apparently no attempt was made to determine the
dimensionality of the perceptual space as was done in the
present study!. Their two dimensions corresponded clearly to
frequency and decay correlates with a predominance being
found for the latter, as here. What the present studies add to
this result is a statistical verification of the dimensionality,
the use of synthesized sounds that more closely resemble
those produced by physical impact processes, and the quan-
tification of the signal descriptors that potentially carry infor-
mation concerning the mechanical properties.

D. Predicting dissimilarities from signal descriptors

The combinations of appropriately transformed analytic
parameters can be used to derive an objective distance mea-
sure among the sounds, which can in turn be compared with
the mean dissimilarities given by the listeners. For the three
sound sets used, the resulting distance models combining
loga2 and SCG between soundsi and j are the following:
Experiment 1:

di j 5$@0.047~ f 1i2 f 1 j !#
21@76.028~ loga2i2 loga2 j !

212.015~SCGi2SCGj !#
2%1/2, ~7!

Experiment 2~high!:

di j 5$@0.037~ f 1i2 f 1 j !#
21@118.517~ loga2i2 loga2 j !

25.389~SCGi2SCGj !#
2%1/2, ~8!

Experiment 2~low!:

di j 5$@0.113~ f 1i2 f 1 j !#
21@36.68~ loga2i2 loga2 j !

29.973~SCGi2SCGj !#
2%1/2. ~9!

These distances explain 80%, 64%, and 73% of the variance
in the mean dissimilarity ratings, respectively. These coeffi-
cients of determination are to be compared with those of the
distance model derived from the CLASCAL solutions which
explain 92%, 85%, and 86% of the variance in the mean
dissimilarity ratings. Using the four-factor analytic model
does not result in a statistically significant improvement over
the two-factor model. It would seem then that while covering
a major proportion of the variance in the perceptual data, our
signal parameters, adjusted to the individual dimensions,
leave a certain proportion of the variance in the data unex-
plained.
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VIII. CONCLUSIONS

Listeners were asked to judge the dissimilarity among
synthesized sounds produced with a physical model of a bar.
The sounds were varied according to the mass density or the
length of the bar and to a viscoelastic damping parameter.
Both constant cross-section bars and tuned variable cross-
section bars were tested. A multidimensional scaling analysis
of the dissimilarity data revealed perceptual spaces with the
same dimensionality as that of the original physical para-
meter space using statistical criteria for the model selection.
The results thus validate two aspects of the synthesis model
and quantify psychophysically the relations between the me-
chanical parameters, the potential signal characteristics that
carry them, and the perceptual representation. The modal fre-
quencies vary with mass density and length and the likely
perceptual correlate is pitch. Variation in the damping coef-
ficient creates spectral and temporal variations in the signal,
and thus has several potential signal characteristics that
could serve as the acoustic vehicle for the mechanical origin.
The most parsimonious signal descriptor that explains a sig-
nificant amount of variance in the data sets for all stimuli is
a linear combination of long-term decay constant and spec-
tral center of gravity. The latter descriptor was derived from
a model of the peripheral representation of the sounds in the
human auditory system. This is one of the first demonstra-
tions of a perceptual dimension being explained by a combi-
nation of temporal and spectral signal descriptors. Further,
the perceptual representation of the damping coefficient
would seem to have a power function relation to the me-
chanical parameter. These results demonstrate the perceptual
salience of energy-loss phenomena in sound source behavior.

This study has examined only two of the many para-
meters that characterize the physical model of the impacted
bar. It has demonstrated the importance of energy-loss phe-
nomena in the perceptual representation of bar sounds, in
coherence with the results of Klatzkyet al. ~2000!. The un-
derstanding of such phenomena in the perceptual domain are
important for the development of high-quality audio synthe-
sis and may be applicable to the creation of sound simula-
tions in virtual reality environments, for example. Future re-
search will need to explore the perception of the other
parameters of the synthesis model to quantify further its psy-
chophysical underpinnings.
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Electroglottography is a common method for providing noninvasive measurements of glottal
activity. The derivative of the electroglottographic signal, however, has not attracted much attention,
although it yields reliable indicators of glottal closing instants. The purpose of this paper is to
provide a guide to the usefulness of this signal. The main features that are to be found in this signal
are presented on the basis of an extensive analysis of a database of items sung by 18 trained singers.
Glottal opening and closing instants are related to peaks in the signal; the latter can be used to
measure glottal parameters such as fundamental frequency and open quotient. In some cases, peaks
are doubled or imprecise, which points to special~but by no means uncommon! glottal
configurations. A correlation-based algorithm for the automatic measurement of fundamental
frequency and open quotient using the derivative of electroglottographic signals is proposed. It is
compared to three other electroglottographic-based methods with regard to the measurement of open
quotient in inverse-filtered derived glottal flow. It is shown that agreement with the glottal-flow
measurements is much better than most threshold-based measurements in the case of sustained
sounds. ©2004 Acoustical Society of America.@DOI: 10.1121/1.1646401#

PACS numbers: 43.75.Yy, 43.70.Jt, 43.75.Rs@SM# Pages: 1321–1332

I. INTRODUCTION

Electroglottography~EGG!, invented by Fabre in 1956
~Fabre, 1957, 1958, 1959, 1961!, is a common, widespread
technique that enables the investigation of vocal-fold contact
area in phonation in an easy and noninvasive way. A high-
frequency modulated current (F.1 MHz) is sent through
the neck of the subject, as shown in Fig. 1. Between the
electrodes, electrical admittance varies with the vibratory
movements of the vocal folds, increasing as the vocal folds
increase in contact. For a more detailed review, we refer the
reader to Childers and Krishnamurthy~1985!, Colton and
Conture~1990!, and Orlikoff ~1998!.

In order to analyze the EGG signal, several comparative
studies have been conducted using stroboscopic photography
~Fourcin, 1974; Lecluseet al., 1975; Pedersen, 1977; Teaney
and Fourcin, 1980!, videostroboscopy~Anastaplo and Kar-
nell, 1988; Karnell, 1989!, high-speed cinematography~Baer
et al., 1983a; Childerset al., 1990; Childers and Krishna-
murthy, 1985; Childers and Larar, 1984; Childerset al.,
1983b, 1984!, photoglottography~Baeret al., 1983a,b; Berke
et al., 1987; Dejonckere, 1981; Gerratet al., 1988; Kitzing,
1977, 1983; Kitzinget al., 1982; Titzeet al., 1984!, subglot-
tal pressure measurements~Kitzing et al., 1982! and inverse
filtering ~Childerset al., 1983b; Fourcin, 1981; Rothenberg,
1981; Rothenberg and Mahshie, 1988!. All of these studies

confirm that the EGG signal is related to the vocal-fold con-
tact area: the larger the contact surface, the larger the mea-
sured admittance. Lecluse and Brocaar~1977! and Childers
and Krishnamurthy~1985! have proposed a schematic de-
scription of the EGG signal during one glottal period pro-
duced by laryngeal mechanism 1 on the basis of comparisons
with glottal visualization~we refer the reader to the Appen-
dix for details concerning laryngeal mechanisms and the ter-
minology used in this paper!. We can draw on their observa-
tions to provide a schematic description of the EGG signal in
the case of laryngeal mechanisms 1 and 2, as shown in Fig.
2.

During a vocal-fold vibratory cycle, the corresponding
EGG signal can be described by four main phases.

a–c: Closing phase. Contact is initiated along the lower
margins of the vocal folds~a to b!, then propagating to
the upper margins~b to c!. As closing is generally
faster than opening, this phase is characterized by a steep
slope in the EGG signal. The instant of maximum slope
can be found atb, which corresponds to a strong posi-
tive peak in the derivative of the EGG signal~DEGG
signal!.

c–d: Closed phase. The vocal folds are in full contact,
preventing air from passing through the glottis. The
slight increase and decrease observed in the signal could
be due to the elastic collision of tissue~Childers and
Krishnamurthy, 1985!.a!Electronic mail: henrich@lam.jussieu.fr
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d–f: Opening phase. The lower margins of the vocal folds
begin to separate gradually~d to e!, followed by sepa-
ration along the upper margins~e to f!. The instant of
maximum slope can be found ate, which corresponds
to the negative peak in the DEGG signal.

f–a: Open phase. The vocal folds are apart. A relatively
flat signal is observed, as there is little variation in the
admittance.

The closing and opening phases are illustrated in Fig. 3
by simultaneous visualization of high-speed images,1 the cor-
responding electroglottographic signal, and its derivative
during nonpathological male phonation~mechanism 1,f 0

5110 Hz). The physiological correlates of the peaks ob-
served on the DEGG signal inb ~‘‘closing peak’’! and e
~‘‘opening peak’’! were mainly studied by Childerset al.,
using simultaneous and synchronized measurements of EGG
and DEGG signals, inverse-filtered derived glottal flow and
glottal area measured from ultrahigh-speed cinematography
~Childers et al., 1990; Childers and Krishnamurthy, 1985;
Childers and Larar, 1984; Childerset al., 1983a,b!, along
with a theoretical study of the relation between the EGG/
DEGG signals and the glottal contact area calculated from a
physical model~Childerset al., 1986!. In the case of non-
pathological productions, they showed that these peaks are
related to the instants of glottal opening and closing, defined
as the instants of initialization and termination of glottal area

variation. But, this is only valid for a normal male voice in
mechanism 1. A special case was brought to light by these
authors: in the case of a mucus strand bridging the glottis
during the opening phase, the opening peak occurs at the
instant when the mucus strand breaks, rather than at the in-
stant of glottal opening. Colton and Conture~1990! showed
that the presence of a mucus bridge affected the EGG signal
but also the inverse-filtered glottal flow. The glottal flow
does not increase much until the mucus strand breaks, and
thus the opening peak occurs when glottal flow starts to in-
crease greatly.

Other studies confirmed these results. Berkeet al.
~1987! made simultaneous measurements of EGG, photo-
glottography, subglottal pressure, and stroboscopic photogra-
phy ‘‘ in vivo’’ in dogs, and they observed that slope varia-
tions in the EGG signal were correlated with the opening of
the vocal folds along their upper margin and with the com-
plete closure of the lower margin. Anastaplo and Karnell
~1988! obtained similar results concerning the glottal open-

FIG. 2. Illustration of a glottal duty cycle as seen on an EGG and a DEGG
signal.~1!–~3! closing phase;~3!–~4! closed phase;~4!–~6! opening phase;
~6!–~1!: open phase. As a comparison, one glottal flow period is presented.

FIG. 1. Principle of an electroglottograph~EGG!, using the ‘‘vocal fold
contact area’’~VFCA! convention in which the EGG signal is represented as
a function of vocal-fold contact.

FIG. 3. Visualization of the closing
and opening phases by simultaneous
high-speed and electroglottographic
recordings. Vertical bars indicate the
moment in time at which the visual
image occurs with respect to the EGG
and DEGG signals. This example cor-
responds to a nonpathological male
phonation in mechanism 1, withf 0

5110 Hz. The EGG sampling fre-
quency is 44 444 Hz and the high-
speed camera sampling frequency is
3704 frames/s.
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ing instant, using EGG and synchronized videostroboscopy
in 4 subjects~2 males, 2 females!. By comparing EGG, pho-
toglottographic, and inverse-filtered derived glottal flow in
V–C–V samples, Cranen~1991! showed that DEGG peaks
were related to the peaks observed in the derivative of pho-
toglottographic signals and to the opening and closing in-
stants measured on the glottal flow and its derivative.

On the substantial basis of these studies, DEGG peaks
may be considered as reliable indicators of glottal opening
and closing instants, the latter being defined by reference to
the glottal flow, as the instants when the flow starts to in-
crease greatly from the baseline~opening! and decrease
greatly to the baseline~closing!. As glottal closing is usually
abrupt, the closing peak is often very strong and precise. The
opening can be less precise, which is reflected in a weaker
opening peak. This may explain the reservations expressed
by Baken~1992! on the use of these peaks as a measure of
glottal opening instant.

The first part of the present study offers a characteriza-
tion of DEGG signals from an extensive database of 18
trained singers. The recording procedure is briefly presented
in Sec. II A; its main features are brought out in Sec. II B and
discussed in Sec. II C.

The second part of this study concerns the use of DEGG
signals for the measurement of fundamental frequency and
open quotient. This is one major application of the detection
of glottal closing and opening instants. The duration between
two consecutive glottal closing instants corresponds to a fun-
damental period; its inverse gives the fundamental frequency
of the voice. In the same manner, the duration between the
glottal opening instant and the consecutive glottal closing
instant corresponds to the open time. The open quotient can
then be derived from these two measures as the ratio between
open time and fundamental period.

In the literature, the main electroglottographic-based
methods for detecting the glottal closing and opening in-
stants use the EGG signal and not its derivative. As illus-
trated by cases~a! and ~b! in Fig. 4, a threshold method is
generally applied~Rothenberg and Mahshie, 1988!: a level
line is chosen either as a percentage of the amplitude be-
tween the minimum and maximum of the signal over a glot-

tal period~50% for a normal to pressed voice and 35% for a
relaxed voice!. The crossing points between the level line
and the EGG signal are approximated as the instants of glot-
tal closing and opening, and these are used for the open
quotient measurement. These methods are very convenient
for medical purposes, as they are robust and can be applied
even on noisy or weak signals. Nevertheless, the results of
such methods are by their nature imprecise and can be inac-
curate, as compared to what would be measured on a glottal
area signal or on a glottal flow signal~Rothenberg and Mahs-
hie, 1988!.

An improvement over such a method has recently been
proposed by Howard@Howard ~1995!; Howard et al.
~1990!#: using the DEGG closing peak for detecting the glot-
tal closing instant, and an EGG-based threshold method for
detecting the glottal opening instant. This is illustrated by
case~c! in Fig. 4. This method should give more accurate
results, because of reliable detection of the glottal closing
instants. In the present study, we propose a method based on
the DEGG signals only, in the case of precise opening and
closing peaks. This correlation-based method is described in
Sec. III. The measurements of open quotient made on EGG,
DEGG, and glottal-flow signals are compared and discussed
in Sec. III D.

II. DESCRIPTION OF THE DEGG SIGNALS
EXTRACTED FROM A SINGING DATABASE

A. Material

A corpus of sung items designed for the purpose of open
quotient measurements was recorded by 18 trained singers.
The singers were classically trained and most of them were
professional singers, insofar as they earn their living from
singing. Seven were baritones~subjects B1 to B7!, 2 were
tenors~T1 and T2!, 3 were countertenors~CT1 to CT3!, 3
were mezzosopranos~MS1 to MS3!, and 3 were sopranos
~S1 to S3!. The database comprises several parts; the present
study only draws on the part where the singers were asked to
produce glissandos, crescendos, and sustained vowels for
different pitches and at different loudness levels. Three vow-
els were used:~French! @a#, @e#, and@u#. When necessary, the
singers were asked to indicate in which mechanism~M1 or
M2! they were singing.

The singers were placed in a soundproof booth. The
acoustic and electroglottographic signals were recorded si-
multaneously on the two channels of a DAT recorder~POR-
TADAT PDR1000!, with a sampling frequency of 44.1 or 48
kHz. A two-channel electroglottograph@EG2, Rothenberg
~1992!# was used for the electroglottographic recordings. The
low-frequency cutoff was set to 20 Hz and no high-
frequency limit was applied. The technical computing envi-
ronmentMATLAB was used for digital signal processing.

More details about the recording procedure, the subjects,
and the tasks which are not relevant for the understanding of
this study are presented in a subsequent paper concerning the
results of open quotient measurements in singing~Henrich
et al., submitted!.

FIG. 4. Illustration of four methods for measuring the open quotient~or its
equivalent, the closed quotient! on an EGG signal and its derivative:~a! on
the EGG signal using a threshold detection~35% of the difference between
the minimum and maximum value of the signal over a glottal period!; ~b!
same method as~a! with a threshold of 50%;~c! in combining an EGG-
based threshold method~3/7! with a detection of glottal closing instants on
the DEGG signal;~d! on the DEGG signal by the detection of opening and
closing peaks.
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B. Main features

Visual exploration of the database revealed that a DEGG
signal presents recurrent features that can easily be catego-
rized. These categories will now be defined and illustrated
through typical examples. A major distinction is made be-
tween the cases where both opening and closing peaks are
well defined and the cases where one~or both! is not well
defined.

1. Well-defined peaks

Typical cases when the opening and closing peaks are
precisely defined are shown in Fig. 5.

Cases~a! and ~b! correspond to voiced productions in
mechanism 1. They are taken from crescendos sung by two
baritones~subjects B2 and B4!. A long closed phase is no-
ticeable~relative to the fundamental period!, represented by
the distance between two successive vertical broken lines.
Cases~c! and~d! correspond to voiced production in mecha-
nism 2. They are extracted from crescendos sung by two
sopranos~subjects S2 and S3!. The closed phase is shortened
as compared to the previous examples.

The laryngeal mechanism differences can be seen in the
shape of both the EGG and DEGG signals. The EGG signal
is usually more rounded and symmetrical in mechanism 2.
The corresponding DEGG signal presents less abrupt peaks.
The amplitude of the closing peak is comparable to that of
the opening peak, whereas in mechanism 1, the closing peak
is much stronger than the opening peak.

2. Double or imprecise peaks

Typical cases where the opening or closing peaks are
double or imprecise are presented in Fig. 6. The observed
features can be divided into three main categories: imprecise
opening peaks, double closing peaks, and double opening
peaks.

The first typical case is the absence or imprecision of the
opening peak, as illustrated at the top of Fig. 6. In case~e!,
no opening peak is detected. In case~f!, numerous peaks can
be observed, none of them standing out clearly. Such lack of
precision, which was often observed with regard to the open-
ing peaks, was not found in the case of closing peaks in the
present material.

Either the closing peak is extremely precise and unique,
as we have seen previously, or there are two visible peaks, as
illustrated in Fig. 6 for cases~g! and~h!. The latter phenom-
enon, hereafter called ‘‘double closing peak,’’ can also be
found at opening, as illustrated in cases~i! and ~j!, although
‘‘double opening peaks’’ are less strong and less close to
each other than ‘‘double closing peaks.’’ In cases~g! and~i!,
both peaks have the same amplitude, whereas the peak am-
plitude differs greatly in cases~h! and~j!. It should be noted
that the opening or closing peaks are seldom tripled or qua-
drupled.

3. Occurrences

What is the proportion of precise single peaks as com-
pared to imprecise or double peaks? Occurrences of single
opening peaks and single closing peaks were measured by
applying an automatic method for single peak detection~see
further description in Sec. III!. Table I presents the results as
a percentage of the voiced measures, 100% meaning that
only precise peaks were detected during the voicing part and
0% meaning that not a single precise peak was found.

FIG. 5. Typical examples of two-period EGG and DEGG signals, extracted
from the singing voice database. In these cases, the opening and closing
peaks are precisely defined. Case~a!: subject B2, vowel@u#, C4 ~260 Hz!;
Case~b!: subject B4, vowel@e#, E4 ~330 Hz!; Case~c!: subject S2, vowel
@a#, A4 ~440 Hz!; Case~d!: subject S3, vowel@a#, C6 ~1040 Hz!.

FIG. 6. Typical examples of two-period EGG and DEGG signals, where the
opening or closing peaks are double or imprecise. Case~e!: subject MS2,
vowel @a#, F3#~185 Hz!; Case~f!: subject B2, vowel@u#, C4 ~260 Hz!; Case
~g!: subject CT3, vowel@a#, E4 ~330 Hz!; Case~h!: subject S2, vowel@a#,
A4 ~440 Hz!; Case~i!: subject B4, vowel@a#, G3 ~196 Hz!; Case~j!: subject
B6, vowel @a#, B3 ~245 Hz!.
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These results indicate that the double-peak feature is not
uncommon, for opening as well as for closing. The rate of
single closing peaks ranges from 16%~baritone B7! to 90%
~soprano S3! and the rate of single opening peaks from 19%
~baritone B7! to 82% ~soprano S2!. Except for two singers
~B7 and CT3!, there are more single closing peaks than
single opening peaks. As an extreme example, only 8% of
the peaks detected for baritone B7 were single at both open-
ing and closing.

It appears that for a given singer, peak doubling may be
consistently associated with either soft or loud production,
and with either low or high pitches. As an example, case~f!
in Fig. 6 and case~a! in Fig. 5 are extracted from the same
crescendo sung by baritone B2. The onset of the crescendo is
characterized by imprecise opening peaks; this imprecision
disappears when the singer sings loudly. Another example is
given by case~c! in Fig. 5 and case~h! in Fig. 6, which are
extracted from a crescendo sung by soprano S2. In this case,
the increase in vocal intensity is accompanied by a doubling
of closing peaks. No evidence was found, however, relating
the double-peak feature in any general way to a change in
fundamental frequency or vocal intensity. Variability across
singers was found to be rather large, e.g., opening peak dou-
bling is related to an increase of vocal intensity for singers
B3, B4, and T2 and to a decrease of vocal intensity for sing-
ers B2, CT2, and S1.

C. Discussion

These results highlight the difficulty of using the DEGG
signal to detect the closing and opening instants. This may be

part of the reason why this signal is not more widely used in
the literature. Nevertheless, these difficulties should not pre-
vent its use, as the DEGG signal provides an accurate detec-
tion of glottal opening and closing instants, at least in the
case of single peaks. Moreover, these peaks may offer visual
clues to some characteristic features of the vocal folds’ vi-
bratory movement. This hypothesis will be illustrated below
by the analysis of the transition between laryngeal mecha-
nisms.

1. Visualization of the laryngeal mechanism transition
on the DEGG signal

The studies conducted by Askenfeltet al. ~1980!; Kitz-
ing ~1982!; Lecluse ~1977!; Lecluse and Brocaar~1977!;
Roubeau~1993!; Roubeau and Castellengo~1993!; Roubeau
et al. ~1987! have shown that a transition between laryngeal
mechanisms affects the amplitude and shape of an EGG sig-
nal. A rapid change in shape occurs within two voiced peri-
ods ~Roubeauet al., 1987; Svecet al., 1999!, whereas am-
plitude changes more slowly within about 130–150 ms
~Roubeauet al., 1987!. A loss of pitch control is often ob-
served ~Miller, 2000; Roubeauet al., 1987; Svecet al.,
1999!. These amplitude variations can also be seen on the
DEGG signals, as illustrated in Fig. 7. Thus, observation of a
DEGG signal can complement that of an EGG signal for the
detection of laryngeal mechanism transitions. Moreover, the
slight changes in shape can be seen more easily on the
DEGG than on the EGG signal. Figure 7~b! shows the tran-
sition from mechanism 1 to mechanism 2 and the bottom
panels ~c! zoom in on two periods before the transition

TABLE I. Detection of single closing peaks (Nc51) and single opening peaks (No51), expressed as a percentage of the voiced measures. The third row
gives the percentage of the voiced measures for which the closing and the opening peaks were detected as single.

FIG. 7. EGG and DEGG signals, in the case of a glis-
sando sung by the baritone B6. The top panel~a! pre-
sents the shape of both signals over the whole glis-
sando. The transitions between mechanism 1~M1! and
mechanism 2~M2! correspond to the instants of major
amplitude change~around 3 s for M1 to M2 transition
and 5 s for M2 to M1 transition!. The middle panel~b!
highlights the first transition~M1–M2! and the bottom
panels~c! present several EGG and DEGG periods just
before~1!, during ~2!, and just after~3! the transition.
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@panel c~1!#, on a few periods during the transition@panel
c~2!#, and on two periods after the transition@panel c~3!#.
Right before the transition@panel c~1!#, both the closing and
opening peaks are doubled. During the transition@panel
c~2!#, the amplitude of one peak decreases, whereas the am-
plitude of the other increases. This can be observed for the
closing peaks as well as for the opening peaks. After the
transition @panel c~3!#, both closing and opening peaks are
single and the characteristic shape of a DEGG signal in
mechanism 2 is observed.

The transition from mechanism 2 to mechanism 1 pre-
sents the same features in reverse succession, as shown in
Fig. 8: single peaks in mechanism 2, doubling and amplitude
change during the transition, and double peaks in mechanism
1. The analysis of the glissandos in the whole database re-
veals that these features are neither ‘‘singer-specific’’~spe-
cific to this individual! nor a common characteristic found at
any transition between laryngeal mechanisms.

It is clear from this example that a DEGG signal can
highlight tiny changes in shape that would have gone unno-
ticed in the EGG signal. For instance, if the transition be-
tween laryngeal mechanisms appears to be very sudden~a
couple of periods! when looking at the amplitude of the EGG
and DEGG signals, the peak changes over several periods
indicate that there may be some slower adjustments in the
vocal-fold contact process. These observations call for re-
search combining electroglottography with some kind of vi-
sualization. A characterization of DEGG features using high-
speed cinematography is currently under way. At present, the
following preliminary hypothesis to explain the double-peak
feature is proposed.

2. Hypothesis for explaining double peaks

It is speculated that the double-peak feature observed on
a DEGG signal is related to either a difference in how open-
ing ~or closing! takes place over the thickness of the vocal
folds or to a time-lag opening~or closing! at two different
parts of the glottis. A time-lag opening over the length of the
glottis was observed by Karnell~1989!, who compared syn-
chronized videostroboscopy and electroglottography. For one
subject, glottis-anterior opening occurred before posterior
opening; for another, posterior opening occurred first. These

glottal opening behaviors are not uncommon, having also
been observed by Anastaplo and Karnell~1988! and recently
by Hess and Ludwigs~2000!. They could be related to voice
quality: according to Hess and Ludwigs~2000!, a relaxed
voice would be produced with a posterior-to-anterior open-
ing, whereas a pressed voice would rather be produced with
an anterior-to-posterior opening. This corresponds to expec-
tations, as arytenoid tension is greater in the case of pressed
phonation, preventing the air from passing through the pos-
terior part, whereas the posterior part of the glottis is not
firmly closed during relaxed phonation~it can even be
slightly open, as in the case of a glottal chink!.

The double-peak feature is illustrated in Fig. 9, by si-
multaneous visualization of high-speed images and electro-
glottographic signal at voice onset. The data come from the
same male phonation previously used to describe the closing
and opening phases. The first closing peak corresponds to
vocal-fold contact over two-thirds of the glottis length, as
shown on the four top images. A glottal chink remains in the
posterior part of the glottis. The second closing peak seems
to be related to the closing of this glottal chink, as shown on
the four bottom images.

D. Conclusion

These data warrant the assertion that DEGG signals pro-
vide information on glottal opening and closing for M1 and
M2. These features may be related to some properties of
vocal-fold contact that call for an extensive study that would
combine this signal with other means of exploration such as
high-speed visualization and glottal-flow estimation. When
the peaks observed on the DEGG signal are single, they can

FIG. 8. The second transition~M2–M1! located around 5 s corresponding to
the case of the glissando sung by the baritone B6 presented in Fig. 7.

FIG. 9. Visualization of a double peak by simultaneous high-speed and
electroglottographic recordings. Vertical bars indicate the moment in time at
which the visual image occurs with respect to the EGG and DEGG signals.
This example corresponds to the voice onset~bottom panel! of a nonpatho-
logical male phonation in mechanism 1, withf 05110 Hz. The EGG sam-
pling frequency is 44 444 Hz and the high-speed camera sampling frequency
is 3704 frames/s.
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be related to the instants of glottal opening and closing. In
that case, they can be used to measure fundamental fre-
quency and open quotient. A method for such measurement
is described in the following section.

III. MEASUREMENTS OF FUNDAMENTAL
FREQUENCY AND OPEN QUOTIENT ON A DEGG
SIGNAL

A. Introduction

In the previous section, it has been shown that the
DEGG signal can present precise single peaks at glottal
opening instants. In such a case, it can be assumed that a
method which would take these peaks into account should
give more accurate open quotient measurements than any
threshold-based method. In Sec. III B, a new DEGG-based
method~DECOM method! is proposed that can be applied to
the case of quasisteady voiced sounds. The performance is
compared to the above-mentioned methods in Sec. III D.

B. A DEGG-based method: DECOM

As illustrated in Fig. 10, the easiest way to measure the
fundamental period and the open quotient using a DEGG
signal consists of detecting the maxima located above a
given positive threshold and the minima located below a
given negative threshold. This threshold can be chosen as a
percentage of the maximum~respectively, minimum! ampli-
tude of the windowed signal.

This method yields good results when the closing and
opening peaks are very precise. When the opening peaks are
less precise, it can no longer be applied. Thus, a more gen-
eral and robust method which is based on the determination
of peak distance by correlation was developed: the DECOM
method. The designation DECOM comes from ‘‘DEgg
Correlation-based method for Open quotient Measurement.’’
This method is rooted in the standard methods for fundamen-
tal frequency estimation of a voiced signal.

The principle of the DECOM method is to measure fun-
damental frequency and open quotient using a correlation-
based method to estimate the distance between two consecu-
tive closing peaks and the distance between an opening peak

and the consecutive closing peak. The corresponding algo-
rithm is presented in Fig. 11. A step-by-step description fol-
lows.

1. Frame selection

The selected frames are four periods long, assuming that
the fundamental period is already known. During the analy-
sis process, an approximate value of the fundamental period
can be deduced from the preceding frame. If not, as in the
case of voicing onset or absence of voicing, the rectangular
window has a fixed length of 40 ms for male voice and 20
ms for female voice. The analysis step is two fundamental
periods or 5 ms if the fundamental period is unknown.

2. Division of the signal into positive and negative
parts

The signal is separated into two parts: a positive partSc ,
which contains information concerning glottal closing peaks,
and a negative partSo , which contains information concern-
ing glottal opening peaks. The signalSc is derived from the
original signal by replacing any negative value by zero. In
the same way, the signalSo is derived from the original
signal by replacing positive values by zero. Moreover, it is
inverted, resulting in a positive signal. The original signal
can then be reconstructed as the difference between the two
signals:Soriginal5Sc2So .

FIG. 10. Direct detection of closing and opening peaks by using a threshold.
The values of the fundamental periodT0 and the open quotientOq can be
derived directly from the peak detection.

FIG. 11. Schematic description of the algorithm for the measurement of
fundamental frequency (f 0) and open quotient (Oq). In addition, an auto-
matic detection of the number of peaks at closing (npeakclosing! and at
opening (npeakopening! is performed.
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3. Fundamental frequency measurement

A normalized biased autocorrelation function is calcu-
lated on signalSc . The fundamental period is given by the
position of the first maximum, which corresponds to the time
between two consecutive closing peaks. The maxima of the
autocorrelation function are detected as the inflection points
for which the first derivative’s sign inverts from positive to
negative. Only the inflection points whose amplitude is
above a given threshold of 50% of the maximal inflection
points amplitude are selected, and the first of these points is
kept as the first maximum of the autocorrelation function. It
should be noted that no subharmonic error is likely to occur,
i.e., a false selection of higher-order maxima, because of the
quasi-impulsive form of signalSc , which implies that the
first maximum always has the maximal amplitude.

A criterion for discrimination between voiced and un-
voiced parts is applied. The amplitude of the detected maxi-
mum of the normalized autocorrelation function is compared
to a threshold value, empirically set at 0.5. If the amplitude
value is less than the threshold value, the frame is considered
to correspond to an unvoiced part,f 0 andOq are set to zero,
and the algorithm stops. If the amplitude is greater than the
threshold value, the frame is considered to correspond to a
voiced part. The measurement of the fundamental period is
refined by applying a cubic-spline interpolation between five
samples chosen around the first maximum of the autocorre-
lation function. The interpolation step is related to the uncer-
tainty DT0 of T0 measurement. The uncertaintyD f 0 of f 0

depends on the uncertainty ofT0 by: D f 0 / f 05DT0 /T0 .
Thus, a given uncertaintyD f 0 of f 0 measurement requires
the uncertainty ofT0 to beDT05D f 0 / f 0

2. The interpolation
step is chosen so that the uncertainty off 0 is 0.5 Hz and is
calculated using an approximated value off 0 .

4. Open quotient measurement

A normalized biased intercorrelation function is calcu-
lated between signalsSo andSc . The first maximum of this
function corresponds to the time between an opening peak
and the consecutive closing peak. It is detected in the same
way as in the case of the autocorrelation function, but only
the inflection points whose amplitudes are above a given
threshold of 80% of the maximal inflection points amplitude
are now selected. If we noteT1 , the corresponding time, the
open quotientOq can be deduced from this time and the
previous measure of fundamental periodT0 by: Oq

5T1 /T0 . The uncertainty ofOq depends on the uncertainty
of T1 andT0 by: DOq /Oq5(DT1 /T1)1(DT0 /T0). As pre-
viously done for thef 0 measurement, the measurement is
refined by applying a cubic-spline interpolation between five
samples chosen around the first maximum of the intercorre-
lation function. The interpolation step is chosen to be equal
to the one calculated forf 0 measurement, which implies that
DT15DT0 . As T15OqT0 , DOq5(DT0 /T0)(11Oq)
,2(DT0 /T0)52(D f 0 / f 0). For the considered frequency
range (f 0>100 Hz), the uncertainty ofOq is less than 0.01.

5. Automatic detection of peak doubling

The final part of the algorithm is dedicated to the auto-
matic detection of double or undefined peaks. As illustrated
in Fig. 12, a biased intercorrelation function is calculated
between the signal to be analyzed~either Sc or So) and a
synthetic signal of identical length and period, composed of
Gaussian-modulated sinusoidal pulses. The pulses are given
by the following equation:

y~ t !5e2~p2t2!/@2 ln~2!* ~1/BW f0!# cos~2p f 0t !.

The fractional bandwidthBW is chosen to be equal to 40 Hz,
so that the Gaussian pulses are very narrow as compared to
the fundamental period. Thus, this synthetic signal is similar
to an Sc signal for which the peaks would be very precise.
The detection is made over a window of lengthT0 , centered
on the first maximum. Only the maxima which are located
above a given threshold are taken into account, to allow for
peak detection even when there is a great difference in am-
plitude between peaks. The threshold is set to 50% of the
maximum in the case of closing and 70% in the case of
opening.

6. Result of the algorithm

The algorithm returns the values of the fundamental fre-
quency and open quotient measured for the given frame, as
well as the estimated number of peaks (npeak) at closing
and opening (npeak51 for a single peak,npeak52 for a
double peak; ifnpeak.2, the peak is undefined!. This last
information will be taken into account in the experimental
results, as the measure of open quotient is only valid if the
opening and closing peaks are precise and single.

C. Illustration

This correlation-based method is applied to the study of
open quotient in singing in a companion paper~Henrich
et al., submitted!. Figure 13 illustrates the analysis of a sus-
tained vowel sung by a mezzosoprano in mechanism 1. A
doubling of the opening peak is detected betweent50.2 and
t50.65 s and betweent51.65 andt52 s ~‘‘o’’ marks !. The
second opening peaks, which have the greatest amplitude,
have been chosen for open quotient estimation in this case.

FIG. 12. Method for the detection of double- or imprecise peaks in the
DEGG signal by intercorrelation between the signal to be analyzed and a
Gaussian comb.
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The open quotient values resulting from the choice of the
first opening peaks are also plotted~broken lines!. In the case
of a double peak, the choice of one peak or another leads to
markedly different values of the open quotient, the difference
ranging between 0.1 and 0.2 in this case. It is clear from this
example that the open quotient cannot be accurately mea-
sured on a DEGG signal unless the closing and opening
peaks are single and precise.

D. EGG, DEGG, and glottal-flow measurements
comparison

A comparison of the different methods for open quotient
measurement mentioned in Sec. III A has been conducted on

a database of five male speakers provided by Childers~2000!
~subjects M01 to M05!. The open quotient was measured on
the EGG or DEGG signal using the following four methods:
EGG thresholds at 50% and 35%, Howard’s method with a
threshold at 3/7, and the DECOM method. The open quotient
was also estimated on the acoustic signal by a pitch-
synchronous covariant linear prediction method proposed by
Ljungqvist ~1986!. The error criterion was minimized with
regard to the KLGLOTT88 glottal flow model~Klatt and
Klatt, 1990!.

Table II presents the results of the acoustic and electro-
glottographic measurements for vowels@a#, @i#, and@u#. The
table on the left gives the mean open quotient values mea-

TABLE II. Comparison of five different methods for open quotient measurement, for 5 speakers~M01 to M05, Childers, 2000! and for the 3 vowels@a#, @i#,
and@u#: threshold methods based on the EGG signal~50% and 35%!, on a combination of EGG and DEGG signals~3/7!, on the DEGG signal~DECOM!, and
on the inverse-filtered glottal flow~gf!. The left table gives the mean value of open quotient in each case and the right table the mean difference in percent
between the open quotient measured on the EGG or DEGG signal and the open quotient measured on the inverse-filtered glottal flow. For each case, the
minimum difference is in bold.

FIG. 13. Analysis of a sustained
vowel sung by the mezzosoprano MS2
in mechanism 1, with f 05220 Hz
~A3!. The top panel presents the sound
spectrogram, the vocal intensity~I!
curve, and the open quotient measures
plotted against time. The measures re-
lated to single-peak detection are
marked with ‘‘* ’’ and the ones related
to double-peak detection are marked
with ‘‘o’’. In the latter case, the second
opening peak which has the maximum
amplitude has been chosen for the
measure of open quotient. The dash-
dot lines show the measures that
would have resulted if the first open-
ing peaks had been chosen~between
0.2 and 0.65 s and between 1.65 and 2
s!. The bottom panels~a!, ~b!, ~c!, and
~d! present the EGG and DEGG sig-
nals on several periods at a given time.
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sured with the five different methods; that on the right gives
the differences in percent between the measures using elec-
troglottography and the measures conducted on the estimated
glottal flow. Threshold methods~either 50% or 35%! show
variable differences compared with the ones made on glottal
flow, ranging from 1% to 10%. The 35% method seems to
yield better results. When the DEGG signal is taken into
account, the results are even more similar to the results ob-
tained for the glottal flow. The differences range from 0.79%
to 4.13% in the case of Howard’s method~3/7! and from
0.93% to 2.98% in the case of the DECOM method pre-
sented in this paper. As expected, the open quotient measure-
ments using the DECOM method are, on average, in much
better agreement with the glottal-flow measurements than
most threshold-based methods for sustained phonation when
double pulsing is rejected.

These results confirm that there is a good correspon-
dence between the open quotient measured on a glottal-flow
signal and that measured on an electroglottographic signal.
The correspondence improves if the derivative of the EGG
signal is taken into account. The method developed by
Howard gives good results. Yet, in the case of precise open-
ing and closing peaks, the DECOM method seems more ap-
propriate. It is envisioned, as a further improvement of EGG-
based open quotient measurement methods, to combine the
DECOM method with Howard’s method when the peaks are
double or imprecise.

IV. CONCLUSION

The use of the differentiated EGG signal to measure the
open quotient has been controversial. Yet, little research has
been devoted to characterizing this signal in terms of glottal
opening and closing instants. One purpose of this paper was
to describe the various features which can be observed in this
signal by analyzing an extensive corpus of sung items re-
corded by 18 trained singers.

A DEGG signal presents strong and weak peaks which
can accurately be related to the glottal closing and opening
instants, respectively, in the case where these peaks are
single and precise. A correlation-based algorithm, DECOM,
is proposed for measuring fundamental frequency and open
quotient using the DEGG signal rather than the EGG signal.
The DECOM method is compared to threshold-based meth-
ods. It appears that open quotient measurements based on
electroglottography are in better agreement with the mea-
surements based on inverse-filtered glottal flow if the DEGG
signal is taken into account. The application of the DECOM
method to the study of open quotient variations in singing is
addressed in a companion paper~Henrichet al., submitted!.

Exploration of the database shows that the DEGG can
present other typical features, such as a doubling of the open-
ing or of the closing peaks. In these cases, the DEGG signal
is not suitable for the purpose of open quotient measurement,
but could still complement the EGG signal, as small changes
in vocal-fold contact are not easily noticeable on an EGG
signal, whereas they appear much more clearly on a DEGG
signal. The DEGG signal may provide interesting clues for
the detection of peculiar glottal configurations. Yet, the fea-
tures that can be found on such a signal have to be charac-

terized with regard to vocal-fold physiology and glottal vi-
bratory movement. Comparison with high-speed
visualization would significantly advance the understanding
of the characteristics of a DEGG signal and is the aim of
continuing research. Further research could also be con-
ducted on the possible auditory effect associated with double
pulsing.
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APPENDIX: DEFINITION OF THE LARYNGEAL
MECHANISMS

Human vocal production is characterized by the use of
four distinctive vocal-fold configurations which differ in re-
spect to the length and thickness of the vocal folds and the
muscular laryngeal tensions involved in the vocal process
~Roubeau, 1993!. Evidence in support of this classification is
provided by the noticeable transitions, which can for instance
be heard on a glissando and detected on an EGG signal
~Henrichet al., 2003b!. Many different terms have been used
in the literature to describe these laryngeal configurations,
which leads to confusing terminology. So as to avoid this
confusion, which is related to the notion of register in sing-
ing, and to bring out the differences between change in the
glottis configuration~laryngeal mechanism! and adjustment
of the vocal tract~resonance register!, we have chosen to use
the term laryngeal mechanisminstead of register, and to
number laryngeal mechanisms, following Roubeau~1993!.

~1! mechanism 0, or M0, corresponds to the so-called ‘‘vo-
cal fry,’’ ‘‘pulse,’’ or ‘‘strohbass’’ register;

~2! mechanism 1, or M1, corresponds to the so-called
‘‘chest’’ or ‘‘modal’’ register for male and female and
male ‘‘head’’ register;

~3! mechanism 2, or M2, corresponds to the so-called ‘‘fal-
setto’’ or ‘‘loft’’ male register and to the ‘‘head’’ female
register;

~4! mechanism 3, or M3, correponds to the so-called
‘‘whistle,’’ ‘‘flageolet,’’ or ‘‘flute’’ register.

A rationale for explaining this terminology and its
choice in further detail is formulated in Henrichet al.
~2003b!.

In this paper, we focus on the two main laryngeal
mechanisms, M1 and M2, which are commonly used in
speech and singing. In mechanism 1, the vocal folds are
thick, leading to vertical phase differences in vibration, a
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longer closing and opening phase as compared to mechanism
2, where the vocal folds are thin and vibrate without any
vertical phase difference~Vennard, 1967!.

1For the purpose of this illustration, a datafile was kindly provided by a team
of the Department of Phoniatrics and Pediatric Audiology of the University
of Erlangen-Nuremberg~Germany!. It contains a 2-s-long recording of
high-speed images and the corresponding EGG signal in the case of a
nonpathological male phonation. This recording was made by J. Neubauer,
M. Tigges, T. Wittenberg, and U. Eysholdt.
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Dynamics of frequency and amplitude modulations
in vocalizations produced by eastern towhees,
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Eastern towhees,Pipilo erythrophthalmus~Emberizidae, Passeriformes!, appear to estimate
source-SPL using spectral or temporal variables. Nevertheless, vocalizations are dynamic by nature
and it remains unclear whether subjects pay attention to correlations between discrete variables or
pay attention to the dynamics that these variables summarize. Sine functions are used to describe
coarse~slow, ,10 Hz! frequency and amplitude modulations in towhee calls and correlations
between variables are identified. Towhee calls are also finely~rapidly, .400 Hz! modulated in both
amplitude and frequency. Fine amplitude and frequency modulations correlate well~occur in phase!
over relatively low fundamental frequencies~,;3.5 kHz! and tend to have greater amplitudes and
frequencies over these same frequencies. Modulations and correlations between modulations might
exist due to stable dynamic interactions that occur within and between the physical forces that
function to produce modulations in vocalizations. Results support the hypothesis that towhees
communicate within separate sound frequency channels defined to each side of;3.5 kHz. © 2004
Acoustical Society of America.@DOI: 10.1121/1.1648976#

PACS numbers: 43.80.Ka@WA# Pages: 1333–1344

I. INTRODUCTION

Vocal production and hearing mechanisms are dynamic
by nature and individuals may often exchange information
using a currency that is also dynamic in nature. Dynamics in
vocalizations are commonly described as modulations, how-
ever, some dynamics are commonly distinguished from
modulations. For example, songbird vocalizations and syl-
lables within vocalizations are often sequenced and produced
with variable repetition rates~e.g., Podos, 2001; Draganoiu
et al., 2002!. Repetition rates are commonly distinguished
from modulations since there often may be no obvious
acoustic carrier being modulated between syllables. Thus,
repetition and modulation will be treated as separate entities
in this paper even though auditory systems might often react
similarly in response to both types of periodic signals@Fig.
1~a!#.

In contrast with repetition rate, coarse~slow! amplitude
modulations~AM ! and coarse frequency modulations@FM;
Fig. 1~b!# are ubiquitous in songbird vocalizations and have
long been defined as modulations~Greenewalt, 1968; Stein,
1968!. Gardner et al. ~2001! demonstrated that relatively
coarse changes in subbronchial air pressure and labial ten-
sion ~elasticity! are often sufficient to produce many of the
coarse modulations@Fig. 1~b!# that are evident in bird vocal-
izations. Nevertheless, few studies have attempted to quan-
tify coarse modulation functions in recorded vocalizations
and, as a consequence, little is known about the modulation
functions that need to be described by mathematical models
of vocal production mechanisms~e.g., Laje et al., 2002;
Mindlin et al., 2003; Elemanset al., 2003!. More specifi-
cally, little is known about the modulation functions that are

thought to be derived from relatively slow~.;20 ms! os-
cillations in subbronchial air pressure or tension on the me-
dial labia ~ML ! and lateral labia~LL !.

Vocalizations and syllables within vocalizations com-
monly vary in sound frequency, duration, or amplitude@Fig.
1~c!# and correlated measurements between these variables
can also often resemble modulating functions~e.g., Nelson,
2000!. Functions derived across independently produced vo-
calizations are not normally defined as modulations but are
likely to be produced by the same physical forces~e.g., sub-
bronchial air pressure and labial elasticity!. As a conse-
quence, descriptions of the forces that function to produce
intrasyllable modulations are likely to also describe the
forces that function to produce intersyllable modulations.

Fine~rapid! modulations have also long been recognized
in bird vocalizations~Greenewalt, 1968; Stein, 1968!. Unlike
coarse modulations, however, fine modulations occur, by
definition, over relatively short periods of time~typically
,10 ms! and may occur due to rapid oscillations in sublabial
air pressure or tension on the ML~as opposed to relatively
slow oscillations in these same forces!. Acoustical interac-
tions between two relatively high frequency carriers~e.g.,
.1.5 kHz! can also produce fine amplitude modulations in
vocalizations~Nowicki and Capranica, 1986a! but are not
expected to generate fine frequency modulations. Fine modu-
lations give a vocalization a ‘‘rough’’ acoustic quality and are
not easily described using discrete acoustic variables@Fig.
1~d!#. Instead, fine modulations are usually quantified in the
frequency domain using sidebands in spectra~e.g., Nowicki
and Capranica, 1986b; Banta Lavenex, 1999!. Sidebands do
not, however, differentiate fine amplitude modulations from
fine frequency modulations~Beecher, 1988! and, as a conse-
quence, little is known about the fine modulations that occur
in songbird vocalizations.a!Electronic mail: brsnelso@indiana.edu
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Eastern towhee,Pipilo erythrophthalmus, ‘‘towhee’’
calls are highly variable in coarse acoustic structure as dem-
onstrated by discrete measurements obtained from calibrated
time-amplitude waveforms and time-frequency spectrograms
~Nelson, 2000!. In this study, coarse amplitude and fre-
quency modulations are quantified using sine functions. In
addition, contributions to sidebands in calls are estimated by
quantifying the~1! magnitudes of upper and lower sidebands
in calls, ~2! frequencies~rates! of fine amplitude and fre-
quency modulations,~3! amplitudes of fine amplitude and
frequency modulations, and~4! phase relationships between
amplitude and frequency modulations.

Sound frequencies below;3.5 kHz attenuate more reli-
ably than lower sound frequencies~Nelson, 2003! and to-
whees use different auditory distance cues when played
sound frequencies to each side of;3.5 kHz ~Nelson, 2002!.
These data suggest that towhees communicate within sepa-
rate sound frequency channels defined to each side of;3.5
kHz. As a consequence, AM and FM are summarized as a
function of sound frequency to determine whether towhees
might also impose different modulation patterns upon these
same two sound frequency ranges.

II. METHODS

Calls (N51067) were recorded from 36 color-banded
subjects~mean6sd530630 calls/subject! at Archbold Bio-
logical Station, 12 km south of Lake Placid, FL, including

calls (N5315) that were recorded and analyzed previously
~Nelson, 2000!. Subjects were captured in a mist net and
then placed in a vinyl-coated steel wire~2.4-mm diameter,
1.1532.25 cm mesh! cage measuring 20320320 cm and
elevated 1.5–2.5 m above the ground in a small clearing or
fire-lane located within each subject’s territory. Recordings
were obtained with one or two microphones placed parallel
to the ground and 100 cm from a perch placed in the center
of the cage~Brüel & Kjaer 4188 microphone with a Bru¨el &
Kjaer 2236 sound level meter functioning as a preamplifier,
or Brüel & Kjaer 4189 microphone with Bru¨el & Kjaer 2671
and Radio Design Labs STM-2 preamplifiers!. Microphone
outputs were recorded using a digital audio tape recorder
~Sony TCD-D3 or HHB PortaDAT! or microcomputer~16
bits; 44.1 or 48 kHz sampling rate!.

Subjects are not represented equally in this sample.
However, no single individual’s calls dominated the sample
and the trends that are described are not produced by the
calls of any single individual. Furthermore, general trends
are evident in calls produced by each individual. Subjects
could rarely be recaptured, thus differences observed be-
tween individuals are not described. Correlations between
variables described previously were found to be consistent
across individuals~Nelson, 2000! and thus the main goal of
this research is to describe modulations in vocalizations pro-
duced by individuals throughout this population.

Error in SPL calibration can influence both the correla-
tions and the modulation functions that are described. As a
result, 1-kHz, 94-dB (re: 20mPa! reference calibration tones
~Brüel & Kjaer 4231! were recorded before or after calls
were recorded and calls were subsequently adjusted to ap-
propriate absolute SPLs before analyses were performed
~Nelson, 2000!. In most cases, these adjustments were accu-
rate ~60.5 dB! but in some cases slightly larger errors~62
dB! may have occurred due to various factors. These errors
may have introduced noise into measurements but do not
produce the correlations nor the modulations that are de-
scribed.

Time-frequency spectrograms of calls were produced us-
ing a 34.8-ms Hanning window, 46.4-ms FFT frame, and
98% overlap between each successive 46.4-ms frame. Fre-
quency modulations were not directly quantified using spec-
tra, however, spectrograms were inspected to ensure that
there were no problems with recordings. In addition, spectra
extracted from time-frequency spectrograms were used to
quantify the magnitudes of sidebands in recorded calls~see
below!. Each vocalization was next high-pass filtered~30
dB/oct at 200 Hz! and cropped above a 65-dB rms threshold
(re: 20 mPa; 0.035 Pa! to minimize background noise~see
below!. This cropping procedure also functioned to define
the times at which calls both started and ended.

Fine modulation in the time domain was measured over
the duration of each call using an autocorrelation algorithm
~Fig. 2!. The autocorrelation algorithm performs best when
executed over at least 3 cycles and, as a consequence, fre-
quency estimates were obtained using a sliding 1.5-ms Han-
ning window so that each window would include at least 3
cycles at 2 kHz. The short-term fundamental frequency
within each window was first approximated as the inverse of

FIG. 1. Schematic illustration of modulations commonly observed in song-
bird vocalizations. Syllable repetition rate~a! is not often considered to be
modulation since there may be no clear signal being modulated between
syllables. In contrast, coarse~slow! intrasyllable variation~b! imposed upon
a carrier is normally described as modulation. Intersyllable variation~c! is
not usually described as modulation, however intersyllable variation can
also often resemble a modulating function and such functions may be pro-
duced by the same physical forces that function to produce intrasyllable
modulations. Fine~rapid! modulations in both frequency and amplitude~d!
are also often evident in songbird vocalizations and both fine AM and fine
FM can produce spectra that superficially resemble harmonic spectra~e!.
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the time of the maximum autocorrelation result after dividing
results by a second Hanning window of equal length that was
first correlated with itself. A smoothing-spline interpolation
was next performed over three points to each side of this
maximum autocorrelation result and frequency within each
window was more accurately calculated as the inverse of the
time at which the interpolated waveform reached maximum
amplitude. The algorithm has a frequency resolution of62
Hz from 2 to 5 kHz when using a single 1.5-ms window~see
Sec. III! and the algorithm is relatively insensitive to AM
~,61 Hz!. Background noise@;28610 dB rms, mean6sd,
2–5 kHz ~Nelson, 2003!# may have introduced random er-
rors into measurements, however errors are expected to be
small since measurements were obtained only when rms am-
plitude exceeded 65-dB rms~signal to noise ratio.;27 dB;
see Sec. III!. Fine autocorrelation windows were maximally
overlapped~i.e., advanced by only a single point during each
iteration! to produce a fine FM waveform with a sampling
rate equal to the original waveform. Fine variation in ampli-
tude ~AM ! was measured within the same algorithm by cal-
culating rms SPL within each overlapped 1.5-ms window.

Estimates of peak frequency that were derived using this
relatively simple autocorrelation algorithm were verified by
calculating peak frequency over the same maximally over-
lapped 1.5-ms windows using a second algorithm that first
involved a transformation into the frequency domain. In this
analysis, each window was first transformed into the fre-
quency domain using a FFT and peak frequency~f! within
each window was calculated as

f 5
Dw/2p

S
, ~1!

whereS is the sampling rate of the original waveform and

Dw is calculated as the change in radial phase within the FFT
bin that had the greatest magnitude across each adjacent win-
dow ~i.e., windows beginning with sample numbersn and
n11). Results obtained using this algorithm were nearly
identical to results obtained using autocorrelation and are not
reported.

Coarse~,;10 Hz! and fine~.;400 Hz! modulations
are likely to be perceived differently and produced by dis-
tinct physical forces. As a consequence, coarse AM and FM
were quantified by applying a 10-ms sliding average~box-
car! smoothing procedure to fine AM and FM waveforms.
This 10-ms window preserves modulation frequencies below
10 Hz ~.20.15 dB! but attenuates~,240 dB! modulation
frequencies lower than 400 Hz.

Coarse FM is sinusoidal and the Levenberg–Marquardt
best-fit algorithm was used to fit a sine function to each
coarse FM waveform,

y05A•sin~ f •2p•t1w!, ~2!

where y0 is fundamental frequency,A is amplitude ~fre-
quency excursion in Hz!, t is time, f is coarse FM frequency,
and w is phase. Because fine modulations~.;400 Hz! are
often strong~see below!, modulation frequencies~f! were
limited to below 10 Hz.

Coarse AM is difficult to summarize because calls have
variable duration. Calls were therefore normalized to one
second and coarse AM was approximated using a Gaussian
function

y05A•eS 2
t2t0

W D 2

, ~3!

where y0 is call amplitude~Pa!, A is the amplitude of the
coarse AM function,t is time, t0 is the time of peak ampli-
tude, andW is the width of the function.

There is no clear rationale for why coarse AM dynamics
should be characterized using a single Gaussian function.
Thus, onset and offset ramps were also described using best-
fit sine functions@Eq. ~2!, wherey0 is call amplitude,A is
modulation amplitude,t is time, f is coarse AM frequency,
andw is phase#. Onset and offset ramps merge together when
calls reach maximum amplitude~Fig. 4! and, as a conse-
quence, sine functions were fit to points falling either before
or after the center (t0) of a second Gaussian function that
was fit to each original time-amplitude waveform. Offset
ramps were referenced to the end of each vocalization and
are thus presented using a negative time scale.

First-order sidebands in towhee calls corresponding with
f 6m typically have far greater magnitude~.15 dB! than
second-order sidebands corresponding withf 62m ~see Sec.
III !, indicating that fine frequency and amplitude modula-
tions in towhee calls are both coherent and sinusoidal. Pre-
liminary observations of sidebands in time-frequency spec-
trograms also indicated that fine modulations typically occur
with frequencies ranging from between 450 and 550 Hz. I
therefore filtered each finely modulated waveform~band-
pass FIR filter; 400–600 Hz;230 dB/oct! and estimated the
frequency~rate! of fine AM and FM imposed upon each
call’s coarse FM carrier~fundamental! by performing a sec-
ond autocorrelation analysis on each filtered waveform. The

FIG. 2. Schematic illustration of iterative operations used to quantify sound
frequency and amplitude over the duration of each call.
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autocorrelation algorithm used for this analysis was identical
to the algorithm described above with the exception that I
used a longer 10-ms time frame so that each frame would
encompass at least 4 cycles at 400 Hz.

Fine AM and FM should have a consistent phase rela-
tionship if both are produced by a single modulating struc-
ture or pair of coupled~integrated! structures. Correlation
coefficients were therefore calculated over 8-ms time frames
obtained from fine AM and FM waveforms and correlation
coefficients were used to describe the phase relationship be-
tween fine AM and FM over the duration of each call. An
8-ms time frame was employed so that each frame would
encompass at least 4 cycles at 500 Hz.

Calls have variable duration and measurements that vary
over the duration of a call are difficult to summarize. As a
result, measurements were averaged within 50-Hz sound fre-
quency bins and are summarized as a function of fundamen-
tal ~coarse FM! frequency as opposed to as a function of
time. This analysis allows for comparisons across calls and
also allows for an assessment of fine AM and FM as a func-
tion of fundamental~carrier! frequency.

Autocorrelation allows for an accurate estimate of sound
amplitude and frequency over a relatively short period of
time but requires that close attention be paid to window
length. For example, while a 1.5-ms window is long enough
to allow for an accurate estimate of sound frequency above 2
kHz ~see Sec. III!, estimates of AM and FM amplitude vary
with ~1! modulation index,~2! modulation frequency, and~3!
fundamental frequency ~Fig. 3, FM index5FM
excursion/FM frequency; AM index5AM amplitude/carrier
amplitude!. These methodological biases do not produce the
trends or the correlations that occur within and between re-
corded calls and, in contrast, are likely to weaken these

trends and correlations. For example, while modulation am-
plitude decreases with modulation frequency due to the use
of a sliding window@Figs. 3~a! and ~d!#, the reverse trend
occurs in recorded calls. Similarly, estimates of modulation
amplitude decrease as modulation index increases@Figs. 3~c!
and ~f!# and this bias is expected to dampen and not
strengthen trends. Relatively clear trends and correlations ex-
ist across recorded calls without compensating for these bi-
ases and thus measurements of AM and FM amplitude are
presented without compensation unless otherwise stated. All
measurements were obtained using Igor Pro~Wavemetrics,
Inc.!.

III. RESULTS

A. Time-series measurements

Eastern towhee calls are highly variable in acoustic
structure~Nelson, 2000!. For example, call~a! in Fig. 4 has
a relatively low bandwidth and low overall amplitude, while
calls ~b! and~c! have greater amplitude and bandwidth. Calls
that span a large bandwidth and include fundamental fre-
quencies above and below;3.5 kHz are especially interest-
ing since fine amplitude and frequency modulations often
have different amplitudes, frequencies, and phase relation-
ships to each side of;3.5 kHz @Fig. 4~c!; see below#. Mea-
surements that vary over time~Fig. 4! are difficult to sum-
marize because calls vary in overall duration~Nelson, 2000!.
As a consequence, measurements obtained directly from
time-amplitude waveforms are not summarized.

B. Coarse AM and FM

Calls are summarized as a function of fundamental fre-
quency~coarse FM! and Fig. 5~a! illustrates how measure-
ments were averaged within 50-Hz bins. Residuals from
best-fit operations are small~,;30 Hz! in comparison with
the overall bandwidth of coarse FM@;1–2 kHz; Fig. 5~d!#.
Small residual values demonstrate that coarse FM is well
characterized by a sine function. Nevertheless, residuals
from this analysis tend to vary predictably with fundamental
frequency@e.g., Fig. 5~a!# and independent sine functions fit
to sound frequencies to each side of;3.5 kHz typically pro-
duce far smaller residuals~,5 Hz vs.,30 Hz!. In particular,
positive residuals near;3 and;4 kHz and negative residu-
als near;2.5 and;3.5 kHz decrease substantially when
curve fit operations are limited to fundamental frequencies to
each side of 3.5 kHz.

Sine equation phase estimates obtained from curve fit
operations are summarized in Fig. 5~f! and sine equation
frequency estimates are summarized in Fig. 5~g!. There is a
significant and relatively strong negative correlation between
frequency and phase measurements@Fig. 5~e!; r 520.68,F
5921, N51067, p,0.001] suggesting that these two vari-
ables may either be controlled by the same physical forces or
by forces that are coupled during phonation.

Reasonably accurate fits to coarse AM were obtained
using a Gaussian function as illustrated by relatively small
residuals from best-fit operations@mean6s.d.; A50.44
60.59, width50.560.49, andt050.5960.22; Figs. 6~a! and
~b!#. Nevertheless, smaller residuals were obtained when call

FIG. 3. Methods provide for an accurate estimate of sound frequency and
amplitude over a relatively short period of time~1.5 ms! but produce biases
in estimates of fine AM and FM amplitude.~a! FM amplitude losses ex-
pected as FM index increases~FM index5FM excursion/FM frequency!. ~b!
FM amplitude losses expected as a function of FM frequency.~c! FM am-
plitude losses expected as a function of fundamental frequency~coarse FM!.
~d! AM amplitude losses expected as AM index increases~AM index5AM
amplitude/carrier amplitude!. ~e! AM amplitude losses expected as a func-
tion of AM frequency.~f! AM amplitude losses expected as a function of
fundamental frequency~coarse FM!.
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onset and offset ramps were fit using independent sine func-
tions @Figs. 6~c! and ~e!#. There is a significant and moder-
ately strong negative correlation between onset phase and
onset frequency@Fig. 6~d!; r 520.5, F5343, N51067, p
50.003]. Sine equation phase estimates are not summarized
for offset ramps because Gaussian functions were used to
determine the center (t0) of each rms SPL waveform and
thus the phase of each sinusoidal offset ramp. Onset dura-
tions are typically longer than offset durations and AM offset
frequencies@Fig. 6~e!# tend to be higher than AM onset fre-
quencies as a result.

Residuals from sine functions fit to both coarse AM and
FM onset ramps tend to vary together over time and irregular
~nonsinusoidal! changes in both fundamental frequency and
rms amplitude often track each other over time. Such
changes demonstrate the AM and FM are likely to be pro-

duced by the same physical forces. Nevertheless, coarse AM
and coarse FM functions do not correlate well across calls
because AM and FM functions tend to define different modu-
lation frequencies over different periods of time~AM phase
vs. FM phase,r 50.007, n51067; AM frequency vs. FM
frequency,r 50.2, n51067).

C. Fine AM and FM

Fine AM and fine FM should vary together and have a
strong positive or negative phase relationship if the physical
forces that function to produce these modulations are
coupled ~integrated! during phonation. The phase relation-
ship between fine AM and fine FM decreases from positive
to negative~from in phase to out of phase! rapidly between 3
and 4 kHz and the phase relationship is significantly higher

FIG. 4. Time-series data obtained
from vocalizations produced by three
individuals @~a!, ~b!, and ~c!#. The top
graph in each panel includes a time-
frequency spectrogram, displayed as a
contour plot, overlaid with an unfil-
tered fine FM waveform and sine
function fit to coarse FM. The second
graph in each panel displays an unfil-
tered fine AM waveform. The third
graph in each panel displays frequency
of fine AM and frequency of fine FM
as a function of time. The fourth graph
displays amplitude of fine FM~Hz!
and amplitude of fine AM~calculated
as a percent of rms SPL! over the
same time period. The last graph in
each panel displays residuals that were
obtained from the sine function that
was fit to coarse FM~solid line; right
axis! as well as the strength of the
phase relationship~r! between fine
AM and fine FM ~dashed line; left
axis!.
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at 3.25 kHz than at 3.75 kHz@t-test,p,0.001,n51270; Fig.
7~a!#. Measurements are not derived directly from time-
series data. Nevertheless, phase estimates may not be inde-
pendent and thus statistical comparisons drawn as a function
of coarse FM frequency need to be viewed with caution.

Sidebands in time-frequency spectra decrease in magni-
tude above;3.5 kHz @Figs. 7~b! and ~c!# and an especially
rapid decrease in sideband magnitude often occurs in the first
upper sideband (f 1m) near;3.5 kHz @Fig. 7~b!#. The first
lower sideband (f 2m) does not decrease in magnitude as
rapidly as the first upper sideband@Fig. 7~c!#. These differ-
ences suggest that large changes in upper sideband (f 1m)
magnitude may occur, in part, as a result of phase changes
that occur between AM and FM signals as the fundamental
frequency in each call~f! approaches and exceeds;3.5 kHz
@Figs. 7~d! and ~e!#.

Decreases in the phase relationship between AM and
FM often occur rapidly in individual calls and this decrease
often corresponds with a rapid~;2 ms! decrease in both the
frequency and amplitude of AM near;3.5 kHz @e.g., Fig.

4~c!#. An abrupt change in AM-FM phase might be expected
if towhees produce fundamental frequencies to each side of
;3.5 kHz using different sides of their bipartite syrinx or if
modulations correlate positively only when calls are increas-
ing in amplitude~see below!.

Frequency and amplitude of fine AM and FM vary as a
function of fundamental frequency~Fig. 8!. For example,
fine AM ~rms mean5497 Hz! and fine FM~rms mean5456
Hz! both increase in frequency as a function of fundamental
frequency~coarse FM! between 2 and 3 kHz. Both frequen-
cies then decrease above;3 kHz and frequency measure-
ments are significantly higher at 3.25 kHz than at 3.75 kHz
@t-test, p,0.001, n51270; Figs. 8~a! and ~b!#. Fine AM
~rms mean53.1%! and fine FM~frequency excursion; rms
mean559 Hz! also both increase in amplitude as a function
of fundamental frequency between 2 and 3 kHz. Both ampli-
tudes then decrease above;3 kHz and amplitude measure-
ments are significantly higher at 3.25 kHz than at 3.75 kHz
@t-test, p,0.001,n51270; Figs. 8~c! and ~d!#. Modulation
measurements may not be independent and thus statistical
comparisons that are drawn as a function of fundamental
frequency should again be viewed with caution. Neverthe-
less, decreases in both fine AM and FM amplitude are ex-
pected to contribute to the rapid decrease in sideband mag-

FIG. 5. Coarse frequency modulations are fit well by a sine function.~a!
Illustration of how time-series data were averaged within 50-Hz bins. In this
example, residuals~b! were calculated as the average difference between
coarse FM and the sine function fit to the same waveform.~c! Error that
might occur due to the use of a 1.5-ms autocorrelation window~see text!. ~d!
Mean residuals within 50-Hz bins calculated as the difference between each
coarse FM waveform the sine function that was fit to each waveform. Error
lines depict one standard deviation and the single gray line shows the num-
ber of average values obtain within each 50-Hz bin.~e! Scatter plot showing
the correlation between sine function frequency@f in Eq. ~2!# and phase
values@w in Eq. ~2!# derived from best-fit sine functions.~f! Distribution of
sine function phase values derived from best-fit sine functions.~g! Distribu-
tion of sine function frequency values derived from the same best-fit sine
functions. Inset in panels~f! and~g! are coarse FM functions produced with
relatively extreme frequency and phase values.

FIG. 6. Coarse amplitude modulations are fit reasonably well by a Gaussian
function, however, onset and offset ramps are better fit using sine functions.
~a! Schematic illustration of how Gaussian and sinusoidal functions were fit
to coarse AM waveforms.~b! Average residuals and Gaussian function ob-
tained in curve fit operations used to describe coarse AM.~c! Mean residuals
obtained in best-fit operations used to describe call onsets ramps using a sine
function.~d! Relationship between AM onset phase@w in Eq. ~2!# and onset
frequency@f in Eq. ~2!# estimates obtained across calls.~e! Mean residuals
obtained in best-fit sine function operations used to describe call offsets
ramps.~f! Distribution of frequency measurements obtained in best-fit sine
function operations performed on call offset ramps. The thin lines in~b!, ~c!,
and ~e! represent one standard deviation and the gray lines in~c! and ~e!
indicate the number of measurements obtained within each 10-ms window.
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nitude that occurs near;3.5 kHz @Fig. 7~b!#.
Calls increase and then decrease in amplitude~Fig. 6!

and positive increases in amplitude tend to occur over rela-
tively low sound frequencies as a result. For example, Gauss-
ian functions fit to amplitude envelopes tend to increase in
amplitude over relatively low fundamental frequencies but
decrease in amplitude over higher frequencies@Fig. 9~a!#.
These factors make it difficult to evaluate whether differ-
ences in fine AM and FM~Fig. 8! correlate best with changes
in fundamental frequency or amplitude. For example, ampli-
tude of fine FM is not only significantly correlated with fun-
damental frequency@r 520.38,N5212 721,p,0.001, Fig.
8~b!# but is also significantly correlated with the rate to
which amplitude is changing within each Gaussian function
@DdB/5 ms;r 50.37,N5212 721,p,0.001, Fig. 9~b!#. The
same correlation with amplitude~DdB/5 ms! is weaker when
calculated using coarse amplitude envelopes due to small
fluctuations in amplitude that can be attributed to several
factors ~Fig. 4; r 50.20, N5212 721,p,0.001). Neverthe-
less, the forces that regulate amplitude are likely to be the
same forces that regulate fundamental frequency~e.g., Laje
et al., 2002!. As a consequence, it may not be surprising that

fundamental frequency and changes in amplitude both corre-
late with fine modulation amplitude and frequency.

If fine AM and FM are both produced by the same
physical forces, or by forces that are coupled~integrated!
during phonation, then similar modulation frequencies
should be observed whenever there is a strong phase rela-
tionship between fine AM and FM~see above!. A positive
correlation exists between frequency of fine AM and fre-
quency of fine FM@r 50.31,n5212 721; Fig. 10~a!#. Simi-
larly, a positive correlation exits between amplitude of fine
AM and amplitude ~frequency excursion! of fine FM @r
50.63, n5212 721; Fig. 10~b!#. All correlations are highly
significant (p,0.01) and correlations become stronger as
the phase relationship between AM and FM increases@Figs.
10~c! and ~d!#. For example, the correlation coefficient~r!
between frequency of fine AM and frequency of fine FM
increased from 0.31 to 0.83 (n569 538) when measure-
ments were limited to those obtained when the correlation
coefficient describing the phase relationship between AM
and FM was greater than 0.75. Similarly, the same correla-
tion coefficient between AM and FM decreased from 0.31 to
0.17 ~n554 667! when measurements were limited to those
obtained when correlation coefficients~r! describing the
same phase relationship were negative@Figs. 10~e! and ~f!#.
A weak but distinct function~slope! appears to define this
correlation when AM and FM are out of phase with one
another@r ,0; Figs. 10~e! and ~f!#.

Different modulation frequencies and phases are often
observed to each side of;3.5 kHz ~Figs. 7 and 8! and thus
similar differences in correlation coefficients should occur as
a function of fundamental frequency. These results are not
illustrated, however, plots produced from measurements ob-
tained over different sound frequency ranges resemble those
shown in Fig. 10. For example, figures produced using all

FIG. 8. Fine AM and FM increase in amplitude and frequency as fundamen-
tal frequency increases below;3 kHz but then decrease above;3.5 kHz.
~a! Average frequency of fine FM as a function of fundamental frequency~f,
coarse FM!. ~b! Average amplitude~frequency excursion! of fine FM as a
function of f. ~c! Average frequency of fine AM as a function of f.~d!
Average amplitude of fine AM as a function of f. Averages were calculated
within 50-Hz bins derived from coarse FM measurements. Error lines rep-
resent one standard deviation. Numbers of measurements obtained within
each 50-Hz bin are the same as in Fig. 7~a!.

FIG. 7. Upper and lower sideband magnitudes appear to be determined, in
part, by the phase relationships that exist between fine amplitude and fre-
quency modulations.~a! Average phase relationship~r! between fine AM
and fine FM as a function of fundamental frequency.~b! Average magnitude
of the first upper sideband (f 1m) as a function of fundamental frequency.
~c! Average magnitude of the first lower sideband (f 2m) as a function of
fundamental frequency.~d! Relationship between phase measurements pre-
sented in~a! and upper sideband magnitudes displayed in~b!. ~e! Relation-
ship between phase measurements presented in~a! and lower sideband mag-
nitudes displayed in~c!. All averages are calculated within 50-Hz bins. Error
lines depict one standard deviation and the gray line in~a! illustrates the
number of average values obtain within each 50-Hz bin.
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fundamental frequencies resemble plots 10~a! ~frequency:r
50.38, n524 511) and 10~b! ~amplitude: r 50.58, n
524 511), figures produced using fundamental frequencies
below 3 kHz resemble plots 10~c! ~frequency:r 50.48, n
59204) and 10~d! ~amplitude:r 50.61, n59204), and fig-
ures produced using fundamental frequencies above 3.5 kHz
resemble plots 10~e! ~frequency: r 50.30, n56785) and
10~f! ~amplitude:r 50.50,n56785).

Estimates of fine AM and FM amplitude are biased
when using a sliding window~Fig. 3! and thus correlations
involving measurements of modulation amplitude@Figs.
10~b!, ~d!, and ~e!# are expected to be weak in comparison
with correlations involving frequency measurements@Figs.
10~a!, ~c!, and~d!#. Regression lines that are fit to measure-
ments of modulation amplitude@Figs. 10~b!, ~d!, and ~e!#
should also be viewed with caution since the slopes of these
lines may be due, in part, to these same biases.

D. Contributions to sidebands from AM and FM

Sidebands in time-frequency spectrograms often in-
crease in width or diverge into distinct spectral peaks when-
ever fine AM and FM diverge in modulation frequency.
These changes demonstrate that AM and FM both contribute
to sideband structure but are difficult to quantify due to time-
frequency tradeoffs~Beecher, 1988!. Modulations in towhee
calls are sinusoidal and, as a consequence, contributions to

sidebands that are due to both AM and FM can be approxi-
mated using estimates of modulation indices derived from
time-series data~Fig. 4!. An average raw FM index of 0.21
60.06 ~mean6sd;N51067) was obtained over the duration
of each call and an adjusted FM index of 0.26 was obtained
after compensating for amplitude losses that are due to meth-
odology @i.e., use of a sliding window~Fig. 3! and calcula-
tions of rms amplitude versus peak-to-peak amplitude#. Side-
bands predicted using an FM index of 0.26 and the Bessel
function have a relatively narrow bandwidth~Fig. 11; f 6m
5217.8 dB, f 62m5241.5 dB, f 63m5268.8
dB).

To allow for comparisons with frequency modulations,
AM indices were calculated from time intervals in recorded
calls where FM indices equaled 0.2160.005 ~mean6sd;
6320 indices from 878 calls!. An average raw AM index of
0.05660.002 was obtained under these conditions and an
adjusted AM index of 0.21 was obtained after compensating
for amplitude losses that are due to methodology~see

FIG. 9. Differences in modulation amplitude and frequency~Fig. 8! might
also be attributed to increases and decreases in call amplitude~Fig. 6!. ~a!
Gaussian functions fit to amplitude envelopes tend to increase in amplitude
~DdB/5 ms! over relatively low fundamental frequencies~,;3 kHz! but
decrease in amplitude over higher sound frequencies (N5212 721). ~b!
Correlation between amplitude of fine FM and the rate with which Gaussian
envelopes increase or decrease in amplitude~DdB/5 ms; r 50.37, N
5212 721,p,0.001). Individual points are summed within logarithmically
or linearly spaced bins and observations within each bin are indicated by
level of gray.

FIG. 10. Fine AM and fine FM amplitude and frequency measurements are
most strongly correlated when the phase relationship between fine AM and
FM is strong.~a! Frequency of fine AM and frequency of fine FM correlate
reasonably well across all calls (r 50.31). ~b! Similarly, amplitude of fine
AM and amplitude of fine FM correlate well across all calls (r 50.63).
Correlations become strong when fine AM and fine FM waveforms are in
phase with each other@phaser .0.75; ~c! and ~d!#. Correlations become
weaker when there is either no clear phase relationship between fine AM
and fine FM~phaser'0) or when these waveforms are out of phase with
each other@phaser ,0; ~e! and ~f!#. Individual points are summed within
500 logarithmically spaced bins and the number of observations within each
bin is indicated by level of gray.
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above!. Only two sidebands were predicted using an AM
index of 0.21~Fig. 11; f 6m; 227 dB! since it was assumed
that amplitude modulations are sinusoidal.

Sideband magnitude varies as a function of fundamental
frequency~Fig. 7! and, on average, each upper sideband has
significantly greater magnitude than each corresponding
lower sideband~paired t-tests,p!0.001, N5212 520 from
1067 calls; f 1m5218.369.5 vs. f 2m5220.765.3, f
12m5241.0611.7 vs. f 22m5245.167.2, f 13m
5253.1610.6 vs. f 23m5254.7610.4, mean6sd re:
peak magnitude,f!. To estimate the relative contributions to
sidebands from AM and FM, sideband magnitudes were ex-
tracted from time-frequency spectrograms where raw FM in-
dices equaled 0.2160.005 ~6320 spectra from 878 calls!.
Each upper sideband under these conditions again had sig-
nificantly greater magnitude than each corresponding lower
sideband~Fig. 11; pairedt-tests,p!0.001,N56320; f 1m
5212.262.7 vs. f 2m5217.662.8, f 12m5232.766.1
vs. f 22m5244.066.4, f 13m5246.967.7 vs. 23m
5253.269.8, mean6sd re: peak amplitude; pairedt-test,
p!0.001, N56320). Upper sidebands in spectra extracted
from calls under these conditions had greater magnitude than
predicted using AM and FM indices~Fig. 11!. These differ-
ences may exist if modulation indices were underestimated
or if spectral components corresponding with upper side-
bands in calls, arising from both AM and FM, combine in an
additive manner near;3 kHz where adjusted FM indices of
;0.26 commonly occur~Fig. 7!. Lower sidebands in spectra
extracted from calls under these same conditions do not have
greater magnitude than predicted using an FM index of 0.26
~Fig. 11!. Lower sidebands also vary relatively little in mag-
nitude with AM-FM phase~Fig. 7! and thus do not appear to
be as sensitive to AM-FM phase as upper sidebands.

IV. DISCUSSION

A. Coarse modulation functions

It is important to understand the control parameters that
are required to generate vocalizations~Suthers and Margo-
liash, 2002! and it is, therefore, interesting that complex
birdsong can be modeled using only a few vocal control
parameters~Laje et al., 2002; Mindlinet al., 2003; Elemans
et al., 2003!. Birdsong is often highly stereotyped and, as a
result, vocal control parameters are not likely to be described
well using continuous functions. Instead, control parameters
might best be viewed as discontinuous functions and discon-
tinuities might, in practice, define combinations of parameter
values that are rarely observed during phonation. For ex-
ample, in a relatively extreme case, if a given species only
produces upward frequency sweeps in its repertoire, then
combinations of parameter values that are required for pro-
ducing upward frequency sweeps might be physically ‘‘dis-
connected’’ from stable parameter values that are required
for producing downward frequency sweeps.

Dynamic systems are rarely stable over a broad range of
conditions and thus correlations between modulation func-
tions @Figs. 5~c!, 6~d!, and 9~Nelson, 2000!# might be pro-
duced by stable interactions that occur between vocal control
parameters. Constraints on vocal production mechanisms
have been described previously~e.g., Podos, 2001; Zollinger
and Suthers, 2001! and constraints are expected to impose
limitations on available parameter values. Nevertheless, dif-
ferent combinations of parameter values may not have equal
stability within a dynamic system and, thus, relatively un-
stable combinations of parameter values may have implica-
tions similar to those proposed for constraints. The difference
is that a constraint defines what subjects cannot physically
accomplish while variation in stability describes what sub-
jects normally accomplish as a result of interactions between
several dynamic physical forces.

Towhee calls are highly variable in acoustic structure. In
addition, several discrete measurements obtained from time-
frequency spectrograms correlate well with source-SPL and
towhees appear to use at least one of these variables when
estimating source-SPL~Nelson, 2000!. Nevertheless, vocal-
izations are dynamic by nature and it remains unclear
whether towhees pay attention to these variables~e.g., lowest
frequency, bandwidth, etc.! or the dynamics that are summa-
rized by these variables. Coarse modulation frequency de-
creases with modulation phase~Fig. 5! and thus subjects
may, for example, more likely pay attention to modulation
frequency or phase when estimating source-SPL. This hy-
pothesis has not yet been tested, however lowest frequency
measurements and other variables associated with coarse FM
functions correlate well with source-SPL. Towhees reliably
estimate source-SPL after hearing only the first, low fre-
quency~,;3.5 kHz! half of synthetic call stimuli~Nelson,
2002! and these results suggest that subjects either~1! assess
coarse modulation frequency and phase or~2! somehow re-
solve discrete variables when estimating source-SPL.

FIG. 11. Upper sideband spectral components produced by fine AM and FM
appear to combine in an additive manner over relatively low sound frequen-
cies~,;3.5 kHz! but may not contribute similarly to lower sidebands~see
Fig. 7!. Horizontal lines with error bars~61 sd! show mean sideband mag-
nitudes at times in calls where an average adjusted FM index of 0.2660.005
could be found. Upper sidebands have greater magnitude than predicted
using an adjusted FM index of 0.26~open circles; 0.21 raw FM index! or
adjusted AM index of 0.21~solid circles; 0.056 raw AM index; 6320 indices
from 878 calls!. Lower sidebands do not have greater magnitude than pre-
dicted using an adjusted FM index of 0.26~open circles!.
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B. Fine modulations

Fine amplitude and frequency modulations in towhee
calls are strong, coherent, and sinusoidal. Fine amplitude and
frequency modulations in human speech are often described
as ‘‘shimmer’’ and ‘‘jitter’’ and these two measurements are
often associated with laryngeal pathologies~e.g., Hansen
et al., 1998; Jianget al., 2003; Vieiraet al., 2002!. Unlike
measurements of shimmer and jitter in speech, however,
modulations in towhee calls do not correlate well with fun-
damental frequency~do not occur on a period by period ba-
sis!. Instead, modulation frequency remains relatively con-
stant even as fundamental frequency varies between;2 and
4.5 kHz ~i.e., modulation periods are at least three times
longer than fundamental periods and are sometimes ten times
longer!.

AM can be produced whenever there is a direct or indi-
rect ~multiplicative! interaction between two signals~e.g.,
Nowicki and Capranica, 1986b!. Unlike AM, however, FM
can be produced only when there is a direct integrative in-
teraction between two signals. It is therefore surprising that
towhees are able to vary fundamental frequency~;2 to 4.5
kHz! and, at the same time, generate a coherent modulating
signal that does not vary directly with fundamental fre-
quency.

Physical models that might account for the modulation
patterns that exist in towhee calls have yet to be described.
Towhees, like other songbirds, have a duplex syrinx and are
able to produce two independent sounds simultaneously in
their vocalizations~Greenwalt, 1968; Stein, 1968; Suthers,
1990!. Nowicki and Capranica~1986b! proposed that acous-
tic interactions between these two sounds might sometimes
produce AM. Nevertheless, acoustic interactions are not ex-
pected to produce FM. Physical mechanisms for producing
fine AM have subsequently been proposed for mammals
~e.g., Neubaueret al., 2001; Brownet al., 2003! and bud-
gerigars,Melopsittacus undulates~Banta Lavenex, 1999!.
Nevertheless, neither of these models incorporates an ex-
plicit mechanism for generating FM and neither model has
sought to account for how two independent sinusoidal FM
signals might integrate to produce a single vocalization with
coherent modulations.

Rapid oscillations~.400 Hz! in subbronchial air pres-
sure ~pressure below the medial tympaniform membranes,
MTM ! might generate the fine frequency and amplitude
modulation patterns that are evident in towhee calls
~Fletcher, 1988; Lajeet al., 2002!. However, if the medial
labia ~ML ! and lateral labia~LL ! are the primary sound gen-
erating structures in the songbird syrinx~Goller and Larsen,
2002, 1997!, then rapid changes in sublabial air pressure or
labial elasticity might also be responsible for producing
modulations in vocalizations~as well as modulations in air
pressure measurements obtained below the MTM!. The
MTM are expected to vibrate in a sinusoidal manner as long
as they do not contact the opposite wall of each bronchus
~Fletcher, 1988! and are ideally positioned to produce fluc-
tuations in both sublabial air pressure and labial tension~Fee,
2002!. Vibrations of the MTM might therefore also poten-
tially generate the frequency and amplitude modulation pat-
terns that are evident in towhee calls. Fee~2002! demon-

strated that there is an interaction~integration! between the
MTM and ML, however, it remains unclear whether vibra-
tions of the MTM might produce the fine sinusoidal modu-
lations that are evident in towhee calls or whether the MTM
might simply vibrate together with the ML to produce a
stronger fundamental frequency.

Other songbird species such as Carolina chickadees,Po-
ecile carolinensis, and zebra finches,Taeniopygia guttata,
also produce fine frequency modulations in their vocaliza-
tions in addition to fine amplitude modulations~not illus-
trated!. These modulations do not necessarily correlate with
fundamental frequencies in these vocalizations and, as a con-
sequence, results presented for the eastern towhee may have
relatively broad implications. For example, amplitude modu-
lations in chickadee ‘‘Dee’’ syllables are believed to carry
important information~e.g., Nowicki, 1989; Freeberget al.,
2003!. Furthermore, zebra finches and birds in general ap-
pear to resolve fine temporal patterns surprisingly well and
may often be able to resolve fine envelope patterns~modu-
lations! with periods as short as 1–2 ms~Dooling et al.,
2002!.

Pigeons,Columba liva, and European starlings,Sturnus
vulgaris, are able to discriminate low levels of sinusoidal FM
~Bräucker and Schwartzkoff, 1986; Langemann and Klump,
1992!. High modulation rates are expected to produce spec-
tral cues that span more than one analysis channel~i.e., criti-
cal band!, and thus spectral cues may help to explain how
starlings are able to discriminate low levels~,15 Hz! of
high frequency FM~640 Hz, Langemann and Klump, 1992!.
Similar experiments have yet to be conducted with towhees.
Nevertheless, both humans and starlings are able to discrimi-
nate smaller frequency limens when frequency changes are
imposed upon a low frequency carrier~fundamental!. Criti-
cal bands generally increase in width as sound frequency
increases~e.g., Langemannet al., 1995! and FM discrimina-
tion may therefore help to explain why towhees tend to
modulate sound frequencies below;3.5 kHz more strongly
than higher sound frequencies.

C. Sound frequency channels

Towhees use SPL as an auditory distance cue when
played call stimuli produced with sound frequencies below
;3.5 kHz but use a cue that has yet to be identified when
played call frequencies above;3.5 kHz ~Nelson, 2002!.
Sound frequencies below;3.5 kHz also attenuate more re-
liably over distance in comparison with higher sound fre-
quencies, suggesting that towhees might use a duplex sound
localization ‘‘strategy’’ as a mechanism for improving com-
munication in their natural environment~Nelson, 2003!.
Given these results, it is interesting that fine AM and FM
both decrease in frequency and amplitude above;3.5 kHz
and that the phase relationship between fine AM and FM
becomes weak near and above;3.5 kHz.

Towhees may generate sound frequencies to each side of
;3.5 kHz using separate sides of their bipartite syrinx, as has
been observed in other songbird species~e.g., Suthers, 1999!,
and differences in fine modulation patterns~e.g., phase rela-
tionships between fine AM and FM! might exist simply be-
cause the left and right sides of the syrinx behave differently.
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More specifically, distinct forces operating within the left
and right sides of the syrinx might respond differently to a
constant driving force~e.g., air pressure!, or each side of the
syrinx ~i.e., each bronchus! might experience a distinct driv-
ing force. In fact, residuals from sine functions fit to coarse
FM waveforms vary predictably as a function of fundamen-
tal frequency and smaller residuals can nearly always be ob-
tained by fitting two separate sine functions to frequencies
above or below;3.5 kHz. As an alternative, the MTM may
vibrate more strongly or coherently when amplitude is in-
creasing~i.e., when sublabial air pressure is increasing!.

Proximate explanations for these data will require addi-
tional investigations into vocal production mechanisms. Nev-
ertheless, sound frequencies to each side of;3.5 kHz appear
to be processed differently by the auditory system~see
above! and thus a functional explanation for why subjects
often modulate sound frequencies below;3.5 kHz more
strongly than higher sound frequencies in their calls seems to
be warranted. Furthermore, it is interesting that towhees
should use SPL as a distance cue in the first place since
attenuation over distance is often unpredictable~although see
Nelson, 2003! and because it has been suggested that some
species may vary source-SPL unpredictably~e.g., Brumm
and Todt, 2002; Cynxet al., 1998; Manabeet al., 1998!,
using a compensatory mechanism where subjects are pre-
sumably able to counter increases or decreases in subsy-
ringeal air pressure~and thus source-SPL! by decreasing or
increasing tension on the ML and LL.

Towhees may vary the physical forces that are required
for vocal production by coordinating several distinct neural
pathways and individuals may call similarly by generating
similar motor control programs~Suthers and Margoliash,
2002!. Alternatively, individuals might call similarly if only
certain combinations of physical forces are dynamically
stable within the syrinx and if extraordinary supplemental
forces are required to overcome these stable combinations of
forces. These two hypotheses are unlikely to be mutually
exclusive and thus it remains interesting that towhees do not
normally vary source-SPL unpredictably when calling~Nel-
son, 2000!.

One possible explanation for why towhees do not nor-
mally vary source-SPL unpredictably may be that towhees
are physically unable to simultaneously produce both fine
modulations in vocalizations and the supplementary forces
that are required to overcome the stable dynamic forces that
normally function to generate highly stereotyped coarse
modulation patterns. For example, if rapid changes in subla-
bial air pressure or labial elasticity function to generate fine
modulations, then correlative relationships between source-
SPL and spectral and temporal dynamics~fine modulations!
might be mediated by interactions between the MTM and the
ML. Alternatively, if rapid changes in subbronchial air pres-
sure function to generate fine modulations, then these same
relationships might be mediated by the~hypothetical! forces
that function to vary subbronchial pressure.

That a close relationship between source-SPL and
spectro-temporal patterns might be mediated by stable dy-
namics within the syrinx remains hypothetical. Nevertheless,
a stable dynamic relationship between coarse and fine modu-

lation patterns might help to explain why towhees tend to
modulate fundamental frequencies below;3.5 kHz more
strongly than higher fundamental frequencies and pay atten-
tion to sound frequencies below;3.5 kHz when using SPL
as a distance cue~Nelson, 2002!.

Location is often disassociated from other forms of in-
formation that birds might convey when vocalizing~e.g., in-
dividual identity, signaler ‘‘quality,’’ etc.!. Nevertheless, this
disassociation likely occurs because researchers often choose
to simplify their experiments and does not exclude the pos-
sibility that towhees might convey additional information
within these same two sound frequency channels. For ex-
ample, towhees do not simply judge incident-SPL but appear
to also estimate source-SPL and thus may perceive a variable
comparable to loudness or vocal effort in addition to, or in
spite of, distance~e.g., Zahorik and Wightman, 2001!. Hu-
mans appear to use low frequency cues when judging vocal
effort ~e.g., Eriksson and Traunmuller, 2002! and thus it may
not be surprising that towhees also pay attention to relatively
low sound frequencies when judging source-SPL.
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Call recognition in the bullfrog, Rana catesbeiana:
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Male bullfrogs emit multicroak, quasiharmonic advertisement calls that function in mate attraction
and neighbor recognition. The degree of variability of acoustic features in these calls can influence
perceptual decisions by conspecific receivers. Analysis of duration of individual croaks in
spontaneous advertisement calls of a sample of males shows considerable intraindividual variability
in this feature, even within short chorusing bouts. The influence of this intraindividual variability on
behavior was examined in a series of evoked calling experiments. When presented with synthetic
calls whose croak durations varied over the range of the natural variability in this feature, males
responded similarly to intermediate and long duration croaks, but significantly less to short duration
croaks. When presented with playbacks of calls with croak durations outside the natural range of
variability, males again responded significantly less to shorter durations. The response gradient for
duration is thus asymmetrical, with stimuli at the shorter end of the continuum evoking fewer
responses than stimuli at the longer end. This asymmetry may be related to the biological demands
of rejecting perception of heterospecific advertisement calls, and of mediating appropriate responses
to conspecific aggressive calls. The shape of the response gradient for duration may reflect a process
of stimulus generalization. ©2004 Acoustical Society of America.@DOI: 10.1121/1.1643366#

PACS numbers: 43.80.Lb@WA# Pages: 1345–1355

I. INTRODUCTION

Male anurans of many species use a complex advertise-
ment call to attract females for mating and to maintain terri-
tory boundaries against incursions from rival males. Spectral
and temporal features of these calls can convey important
biological information to receivers, including species iden-
tity, individual identity, size, physical condition, genetic fit-
ness, and motivational state~Gerhardt and Huber, 2002!. The
analysis of physical acoustic features in advertisement calls
and the ‘‘meaning’’ or salience of these features as derived
from receiver response form the basis of much empirical and
theoretical work in animal communication systems. Adver-
tisement calls, in their role as conveying species identity,
contain distinct, stereotyped species-specific attributes, with
little variation between individuals within a species; con-
versely, other acoustic features in these calls may vary con-
siderably between conspecifics. The variability, rather than
stereotypy, of advertisement calls provides room for errors in
species identification, leading to mismatings by females and
subsequent declines in reproductive success~Wollerman and
Wiley, 2002!, as well as errors in individual identification,
thus potentially disrupting stable male–male territorial inter-
actions and the ability to discriminate neighbors from strang-
ers ~Davis, 1987; Bee and Gerhardt, 2001!. Understanding
the interplay of stereotyped and more variable features of
advertisement calls in mediating both female choice and
male/male interactions is of considerable interest in deci-
phering how animals make reproductive decisions in com-
plex acoustic environments.

Gerhardt~1991! examined the variability and repeatabil-
ity of advertisement calls within males of three different spe-
cies of North American treefrogs, and categorized specific
acoustic parameters of these calls as being either static~ste-
reotyped! or dynamic~more variable!, based on the consis-
tency of these parameters in the calls of individuals. Gerhardt
and Huber~2002! extended this analysis to a group of 24
species. Their summary shows that carrier frequency, domi-
nant frequency, and pulse rate can be classified as static
properties, varying little within individuals, while call rate is
a dynamic property, showing considerable intraindividual
variability. Interestingly, call duration could not be easily
classified, exhibiting different trends across species. Gerhardt
and Huber ~2002! suggested that short duration signals
(,500 ms) are less dynamic and thus may be processed dif-
ferently than long duration signals (.500 ms). Why call du-
ration cannot be so easily classified as other acoustic features
leads to questions about the importance of this particular
parameter in mediating call recognition.

Variability in advertisement calls leads to plasticity in
response behavior contingent on signaling, and thus can af-
fect communication both ultimately~over evolutionary time!
and proximately. In choice experiments, female anurans
show different kinds of preference functions for static and
dynamic properties of advertisement calls~reviewed in Ger-
hardt and Huber, 2002!. For example, femaleHyla versicolor
prefer pulse rates~a static property! close to that of the mean
of calls of males in the population, but prefer call durations
~a dynamic property in that species! longer than those ob-
served in the vocalizations of conspecifics~Gerhardt, 1991!.
These preferences may reflect different degrees of selection
~stabilizing or directional! on call properties over evolution-
ary time ~Gerhardt and Huber, 2002!. The preference of

a!A portion of this work was presented at the 143rd Meeting of the Acous-
tical Society of America, June 2002.

b!Electronic mail: andrea–simmons@brown.edu
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some species of female anurans for stimuli with durations
outside the range of natural variation in duration has been
interpreted as a preference for ‘‘supernormal’’ or exaggerated
stimuli ~Ryan and Keddy-Hector, 1992! that ultimately con-
tributes to the production of complex signals. Preference
functions that are not tightly centered on the modal acoustic
parameters in conspecific calls may also reflect a process of
stimulus generalization in the perceptual representation of
individuals~Malott and Malott, 1970!, and this may also lead
to permissiveness in call recognition~Ryanet al., 2003!.

Much of the literature on signal variation in call recog-
nition is concerned with the role of variability of acoustic
features in mediating or modifying female choice~reviewed
in Gerhardt and Huber, 2002!. There is relatively less known
about how signal variability influences call recognition in
male frogs~Capranica, 1965; Narins and Capranica, 1978;
Pennaet al., 1997a; Ryan and Rand, 1998; Simmons and
Bean, 2000; reviewed in Gerhardt and Huber, 2002!. Be-
cause males and females derive different ‘‘meanings’’ from
advertisement calls~for example, neighbor/stranger recogni-
tion and/or assessment of rivals by males as opposed to as-
sessment of an appropriate mate by females!, they may re-
spond differently to variations in the same acoustic
parameter~Searcy and Brenowitz, 1988!. The distinction be-
tween static and dynamic properties of advertisement calls
has typically been interpreted with regards to the influence of
these different kinds of features on female perception and
mate choice ~reviewed in Gerhardt and Huber, 2002!.
Whether these distinctions also modulate patterns of male
calling behavior is not as clear. Male frogs alter such dy-
namic properties as call rate and call duration in response to
changes in playbacks of conspecific advertisement calls, but
they can also alter static properties such as dominant fre-
quency~reviewed in Gerhardt and Huber, 2002!. It is also
unclear whether or not males prefer, or respond more
strongly to, so-called supernormal stimuli, in a manner par-
alleling female responses. The experiments described in this
paper explore the range of natural variation in call duration,
and male responses to variation in call duration in the bull-
frog, Rana catesbeiana. The goal is to derive a response
function ~generalization gradient! for this particular acoustic
property, and to test the hypothesis that males identify par-
ticular signal durations as species specific. In addition, the
hypothesis that males respond preferentially to supernormal
stimuli, as might be expected from responses of female
frogs, is also addressed.

II. MATERIALS AND METHODS

The Brown University Institutional Animal Care and
Use Committee approved the use of animals in this research.
Male bullfrogs emit a multicroak~1–12!, quasiharmonic,
long duration advertisement call, whose spectral and tempo-
ral properties have been described from both laboratory and
field recordings~Capranica, 1965; Wiewandt, 1969; Megela-
Simmons, 1984; Bee and Gerhardt, 2001!. I first estimated
the range of variability in individual croaks in spontaneous
~not evoked by stimulus playback! advertisement calls of
individual males, then conducted three playback experiments
examining the strength~quantity! of evoked vocal responses

to natural and synthetic advertisement calls with durations
spanning or exceeding the natural range of variation in this
acoustic parameter.

A. Field sites and target animals

Recordings of natural choruses and playback experi-
ments were conducted at two natural ponds, located on pri-
vate property, in Massachusetts and Rhode Island, in June
and July, 2000–2002. Site 1~Sterling, MA! is approximately
100 m long and 40 m wide, with a maximum depth of 8 m.
Chorus density ranged from 7 to 15 vocalizing males over
the course of the study. Individual males maintained territo-
ries of approximately 1 to 5 m in diameter, and intermale
spacing ranged between approximately 5 and 20 m. Site 2
~Barrington, RI! is approximately 80 m long and 35 m wide
with a maximum depth of approximately 1.25 m. Chorus
density ranged from 6 to 13 males, spaced approximately 2
to 15 m apart. Both for recordings of chorus activity and for
playbacks, a different male was chosen as the target, based
on his location, subjective judgment of the ‘‘pitch’’ and ‘‘tim-
bre’’ of his advertisement calls, and any identifying visual
features. The fundamental frequency and dominant fre-
quency of bullfrog advertisement calls show little variation
within an individual male, and significant between-male
variability ~Bee and Gerhardt, 2001!, suggesting that these
features provide a reasonable metric for discriminating indi-
viduals. Subjective estimates of the relative fundamental and
dominant frequencies of advertisement calls were later veri-
fied by digital analysis~see below!. I have been conducting
experiments at these two ponds yearly since 1989, and it is
my experience that, once choruses are formed in late May,
males, being territorial, maintain relatively fixed positions
within the ponds. In neither pond did the entire chorus relo-
cate during the calling season, as observed by Howard
~1978! at a much larger site.

B. Stimuli

1. Recordings of natural choruses

The spontaneous advertisement calls of nine individual
male bullfrogs at site 2 were recorded over 6 nights in one
season. Each animal was monitored for 30 min. Vocaliza-
tions were recorded with a Sennheiser ME66 microphone
with K6 power module ~50–20 000 Hz,62.5 dB) and
SONY DAT Walkman TCD-D8 tape recorder~20–20,000
Hz, 61 dB). The microphone was placed on a floating sty-
rofoam platform located 1 m away from and oriented to-
wards the vocal sac of the target animal. Calls from indi-
vidual frogs were converted to 44.1-kHz, 16-bit WAV format
sound files usingCOOLEDIT 2000 ~Syntrillium! running on a
Pentium computer. Acoustic analyses of the signals~fast
Fourier transforms, stimulus autocorrelations! were com-
puted usingMATLAB v. 5.3 scripts ~MathWorks, Natick,
MA !. Durations of individual croaks in multicroak calls and
intercroak intervals were analyzed usingCOOLEDIT software
~1-ms resolution! by two assistants unaware of the hypoth-
eses being tested.
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2. Experiment 1

The purpose of experiment 1~conducted in 2000! was to
measure evoked vocal responses to a synthetic bullfrog ad-
vertisement call with croak duration within the typical range
of variability of natural croaks. The synthetic croak stimulus
consisted of 21 consecutive harmonics of 100 Hz, summed
together with a starting phase of 0°. The dominant frequency
~harmonic at a relative amplitude of 0 dB! was 200 Hz. The
fundamental frequency of 100 Hz was attenuated by 15 dB,
and amplitudes of the other harmonics~300–2100 Hz! were
attenuated by 3 to 20 dB relative to the dominant frequency.
Stimuli with these parameters have been used previously in
evoked calling studies~Simmons and Bean, 2000!, and reli-
ably elicit responses from males. Durations of the synthetic
croaks used for playbacks were chosen based on the distri-
bution of croak durations in spontaneous advertisement calls,
recorded as described above. These were 420 ms~stimulus
1!; 560 ms~stimulus 2!; 700 ms~stimulus 3!, and 840 ms
~stimulus 4!. All croaks had rise–fall times of 50 ms. Stimuli
were recorded into DAT tapes as a series of six croaks of
identical duration. Intercroak intervals equaled stimulus du-
ration, so that duty cycle remained constant for all stimuli.
Intercall intervals~intervals between each successive group
of six croaks! were 30 s, within the range of typical intercall
intervals recorded in the field.

3. Experiment 2

In experiment 2~conducted in 2001!, I examined evoked
vocal responses to natural advertisement calls, some of
which were manipulated to be outside the normal range of
variability for the species. In order to avoid pseudoreplica-
tion problems~Kroodsma, 1989!, stimuli for playbacks were
derived from recordings of the spontaneous advertisement
calls of three individual male frogs~called A, B, and C!,
made in 1994 at site 2. The natural, multicroak advertisement
calls of these three males varied in spectrum and fundamen-
tal frequency; the calls were easily discriminated by human
listeners. To derive the stimuli used for playbacks, I chose
from each male’s advertisement call one exemplar croak
with a duration at the mean value for that male’s calls. Ex-
emplar A had a duration of 626 ms~periodicity 106 Hz, low
and high spectral peaks at 214 and 1328 Hz!, exemplar B
had a duration of 572 ms~periodicity 125 Hz; spectral peaks
at 250 and 1500 Hz!, and exemplar C had a duration of 518
ms ~periodicity 135 Hz; spectral peaks at 405 and 1220 Hz!.
These exemplar croaks were converted to 44.1-kHz, 16-bit
WAV format sound files usingCOOLEDIT 2000, low-pass fil-
tered below 4000 Hz, and subjected to digital noise reduction
through Fourier analysis of intercroak noise samples and sta-
tistical reduction of noise frequencies~50% power level!.
The files were then time compressed or stretched to 50% or
200% based on single croak duration using resampling tem-
poral compression algorithms inCOOLEDIT software. These
algorithms alter the duration~ratio or absolute duration! of a
signal while maintaining its frequency content constant. This
is accomplished by splicing isofrequency samples with over-
lap and splicing frequency determined by the individual sig-
nal. For example, to increase the length of an individual

croak sample about 0.18 s long to one 0.26 s long with no
transposition of frequency content~ratio of 0.67!, the algo-
rithm splices isofrequency harmonics with a splicing fre-
quency of 54 Hz with 32% overlap. Higher frequency splic-
ing increases precision of duration change but can enhance
artifacts; higher overlap ratios also add to precision but can
substantially increase processing time. To produce stimuli for
the experiment, the standard exemplar was stretched to 200%
~long exemplar!, compressed to 50%~short exemplar!, and
stretched to 200% then compressed back to 100%~medium
exemplar!, to control for any artifacts introduced by the
stretching/compression process. The resulting sounds had
durations of 313, 626, 1252 ms~exemplar A!, 286, 572, 1144
ms ~exemplar B!, and 259, 518, 1036 ms~exemplar C!. Fig-
ure 1 shows the power spectral density and waveform fine
structure of the three durations of exemplar A, to illustrate
how the time compression algorithm affects the signal.

Stimuli used for playbacks were composed of six croaks
of identical duration, with intercroak intervals set at 500 ms.
Duty cycles varied from 34% for the short duration exemplar
C to 73% for the long duration exemplar A. Stimuli were
resaved as 44.1-kHz 16-bit WAV files and recorded onto
DAT tapes in groups of 20 six-croak calls of an identical
duration, with intercall intervals~intervals between each
group of six croaks! ranging randomly from 10 to 120 s to
avoid habituation. Stimuli will be referred to subsequently as
short duration~313, 286, or 259 ms!, medium duration~626,
572, or 518 ms! or long duration~1252, 1144, or 1036 ms!.

4. Experiment 3

In experiment 3~conducted in 2002!, the total duration
~‘‘on time,’’ croak duration plus intercroak intervals! for the

FIG. 1. Power spectral density~left! and segment of the time-domain wave-
form ~right! of exemplar A~experiment 2! after being subjected to the time
compression algorithm. Top: long duration stimulus; middle: medium dura-
tion stimulus; bottom: short duration stimulus. Power spectral density plots
were made usingMATLAB v. 5.3 scripts. Time domain waveforms were ex-
ported fromCOOLEDIT 2000.
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short duration exemplars was set equal to that for the me-
dium duration exemplars, by doubling the number of croaks
in the short stimuli from 6 to 12. This manipulation was
performed to ascertain whether total stimulus on time rather
than croak durationper seaffected the frogs’ responses~the
12 short croak sequence had a total on time equal to that of
the six medium croak sequence!. In addition, testing with
additional exemplars helps rule out problems associated with
pseudoreplication~Kroodsma, 1989!. Stimuli for playbacks
were derived from the spontaneous croaks of three individual
male frogs~exemplars D, E, and F!, recorded in 1999 at site
1. Sounds were recorded and digitized as described for ex-
periment 2. Exemplar D had a duration of 485 ms~periodic-
ity 113 Hz; spectral peaks at 224 and 1460 Hz!; exemplar E
had a duration of 596 ms~periodicity 105 Hz; spectral peaks
at 206 and 1473 Hz!; and exemplar F had a duration of 563
ms ~periodicity 108 Hz; spectral peaks at 210 and 950 Hz!.
These sounds were time compressed and stretched as de-
scribed above to yield final durations of 242, 485, and 970
ms ~exemplar D!; 298, 596, and 1192 ms~exemplar E!; and
282, 563, and 1126 ms~exemplar F!. For the medium and
long duration exemplars, stimulus calls used for playbacks
were composed of six croaks of identical duration, with in-
tercroak intervals of 500 ms. For the short duration exemplar,
stimulus calls used for playbacks were composed of 12
croaks of identical duration, with intercroak intervals of 500
ms. Although stimulus on time for the short duration and
medium duration stimuli were similar, duty cycles varied.
Signals were presented as described for experiment 2, with
intercall intervals ranging randomly from 10 to 120 s to
avoid habituation.

C. Procedure

Experiments were conducted between the hours of 2200
and 0100 hours. Air and water temperatures were measured
to an accuracy of 1 °C before and after each playback ses-
sion. Before beginning playbacks, I recorded spontaneous
calling for 10–15 min, and identified the positions, relative
calling rates, and probable acoustic identity of appropriate
target frogs. The amplifier/speaker used for playbacks
~Pignose Hog30 model 7-300! was positioned between 6–15
m from a target frog, depending on the geography of the
calling site. The recording microphone~Sennheiser! was
placed on a floating styrofoam platform, and positioned ap-
proximately 1 m away from the target male. Because frogs
were not restrained and were free to move, the exact spatial
arrangement of target individuals to both the speaker and the
microphone could vary within a playback session. To avoid
stressing the animals, I did not physically move any other
males close to the target male; in any event, since males tend
to call preferentially to farther, rather than closer, neighbors
~Boatright-Horowitz et al., 2000!, such a manipulation
would have little effect on the target’s calling behavior.

Stimuli were played to the frogs through a Sony DAT
TCD-D8 tape recorder and the Pignose amplifier/speaker.
The intensity level of each stimulus was calibrated to 80 dB
SPL rms~re: 20 mPa! at 1 meter, using a Realistic sound-
level meter~flat weighting!. I measured stimulus levels close
to the position of each target frog both before playbacks

began and after they ended; these levels varied from about
55 dB SPL at 15 m to about 80 dB SPL at 1 m. The male
bullfrog’s evoked calling response is relatively insensitive to
variations in signal intensity above some threshold level
~Boatright-Horowitzet al., 2000; Simmons and Bean, 2000!.
Spontaneous calling levels were recorded for 5 min before
playbacks began, and again for five minutes after the end of
playbacks. The males’ vocal responses were recorded onto
one channel of a Marantz PMD430~35–14 000 Hz,63 dB)
stereo tape recorder. The line output of the DAT recorder was
recorded onto the second channel of this tape recorder as a
stimulus marker.

In experiment 1, each male was presented with ten rep-
etitions of each stimulus call, at interstimulus intervals of 30
s. In experiments 2 and 3, each male was presented with
playbacks of one exemplar, at its three different durations
~short, medium, and long!. Each duration was presented as a
series of 20 six-croak calls, with intercall intervals ranging
from 10 to 120 s, with the constraint that stimuli were only
played when the target male and his immediate neighbors
were not spontaneously vocalizing. The three different dura-
tions were presented in a random order. Between one and
three individual frogs were tested, with a different exemplar,
on a given night.

D. Data analysis

Because the experiment was conducted during active
choruses, and because frogs were not moved or displaced
from their natural calling positions during playbacks, it is
possible that animals may have been responding to each
other instead of to the playbacks. I attempted to separate
responses from a target male to playbacks from his responses
to other frogs, by counting as a response only the vocaliza-
tions of that male when he was the first to respond in the
silent interval after a particular stimulus. If a neighboring
male ~within 12 m of the target male! vocalized in response
to the stimulus before the target, these trials were excluded
from analysis. This is because subsequent responses from the
target male could represent responses to his neighbor, rather
than responses to the stimulus playback. Responses that oc-
curred during stimulus playbacks~either overlapping or al-
ternating with the stimulus croaks! were treated separately
for statistical analyses. Data from the three experiments were
analyzed separately.

Data tapes were digitally sampled onto a Gateway Pen-
tium computer at a sampling rate of 22 050 Hz. For each
session, total responses~individual croaks! and mean latency
to the first response~1-ms accuracy; measured from stimulus
offset to response onset! of one individual male over the
multiple repetitions of each stimulus were measured. In ad-
dition, the duration and the fast Fourier transforms of each
answering croak were computed usingMATLAB v. 5.3 scripts.

Statistical analysis of results was performed usingSPSS

v. 11.5 statistical packages. Degrees of freedom for repeated
measures analysis of variance~ANOVA ! were adjusted, if
necessary, using the Greenhouse–Geisser~Greenhouse and
Geisser, 1959! corrections to account for any violations of
compound symmetry and sphericity. Statistical significance
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of post hocpairwise comparisons was adjusted using the
Bonferroni correction for multiple tests.

III. RESULTS

A. Natural variability in croak durations

Spontaneous advertisement calls (N5297) of nine indi-
vidual frogs were analyzed for individual differences and
normal range of variability in croak duration. Calls consist-
ing of only one croak were omitted, as were croaks with a
signal-to-noise ratio of less than 3:1. The number of croaks
analyzed per individual frog varied from 15 to 58. For each
male, the durations of each croak in each of his multicroak
calls were measured and averaged, and then treated as a re-
peated measure in ANOVA. The differences in croak dura-
tion between individual males were statistically significant
@F8,288582.8, P,0.001]. Over all nine males, individual
croak durations ranged from 370 to 970 ms, and the average
croak duration~from each of that male’s calls! ranged from
441 to 712 ms~sample mean 551 ms!. The frequency distri-
bution of croak duration across all nine males is shown in
Fig. 2. An individual could show variability in croak duration
over a range as large as 100 ms. The coefficients of variation
(100%3standard deviation/mean; Gerhardt and Huber,
2002! calculated from the data for each individual range
from 5.54 to 14.7. These data show that the stimulus dura-
tions used in experiment 1 extend across the range of vari-
ability, and that the short and long duration stimuli used for
playbacks in experiments 2 and 3 are outside or at the ex-
tremes of the range of variability of spontaneous croak du-
ration for these animals. Intercroak intervals measured from
these data ranged from 373 to 772 ms, with a mean across all
males of 529 ms. The intercroak intervals used in experiment
1 extend across the range of variability seen in spontaneous
advertisement calls, while the standard intercroak interval of
500 ms used in experiments 2 and 3 is near the mean of
spontaneous intervals recorded at the study sites.

The croaks of one active caller were analyzed and com-
pared across the three recording sessions~chorus nights! dur-
ing which this male reliably vocalized. Durations of indi-
vidual croaks for this male varied from 439 to 918 ms (N
558 croaks analyzed per session; coefficients of variation 7
to 10.3!. The main effect of recording session was not statis-
tically significant, consistent with the observation that chorus
density was similar across the three nights. Air and water

temperatures varied between 20– 24 °C across recording
nights. There was no significant correlation between tem-
perature and croak duration for either individual or the entire
sample of frogs.

B. Experiment 1

Data were collected from seven frogs~five at site 1 and
two at site 2!. Mean (6standard error! number of croaks to
the different stimulus durations is shown in Fig. 3. Results of
repeated measures ANOVA showed that the within subjects
effect of stimulus duration was statistically significant
(F3,1854.9, P,0.05). Frogs responded more to the stimulus
with duration 700 ms than to the other stimuli, but results of
pairwise comparisons showed that these differences were
significant only when comparing responses evoked by the
short duration stimulus~420 ms! and the 700-ms stimulus.
Fewer responses were evoked by the 840-ms duration stimu-
lus than by the 700-ms duration stimulus, but this difference
was not statistically significant. Five of the seven individual
frogs gave the largest number of answering croaks to the
700-ms duration stimulus, while the remaining two gave the
largest number of answering croaks to the 560-ms duration
stimulus. One frog did not vocalize at all in response to the
420-ms duration stimulus, and another frog did not vocalize
at all to the 840-ms duration stimulus.

Duration of responding croaks was analyzed across the
different stimulus durations, to determine if frogs matched
their response duration with stimulus duration. Across all
frogs, there was no significant relationship between response
duration and stimulus duration. Individual data were then
examined to determine if the lack of a significant relationship
in the entire sample was due to averaging across individuals.
Data from two individual frogs are shown in Fig. 4. Both of
these individuals responded to all four stimuli, and also vo-
calized spontaneously in baseline~base! trials recorded be-
fore playbacks began. Each individual shows a great deal of
variability in the durations of his croaks, even to the same
stimulus~see responses to the 700-ms duration stimulus by
both frogs!. Although frog 1 showed a trend of increasing
response duration with increasing stimulus duration, this
trend was absent in the data for frog 2. Both frogs showed
somewhat shorter croak durations in baseline trials compared

FIG. 2. Frequency distribution of croak duration in the spontaneous adver-
tisement calls of nine individual male bullfrogs. Duration is divided into
20-ms bins. The data for each individual are shown by a different patterned
bar; data from some individuals overlap.

FIG. 3. The relationship between number~mean6standard error! of an-
swering croaks to stimulus duration. Repeated measures ANOVA showed a
significant effect of stimulus duration. Frogs responded most to the stimulus
with duration 700 ms, and responded significantly less (* ) to the stimulus
with duration 420 ms.
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to playback trials, but this was not observed consistently
across the entire sample.

C. Experiment 2

Data were collected from nine individual males~three at
site 1 and six at site 2!. Data from two additional experi-
ments were eliminated from analysis because the target frog
moved away from the speaker during the playback in one,
and in another,post hocacoustic analysis revealed that an
individual frog had been tested twice. Responses were ob-
tained to four playbacks of exemplar A, three of exemplar B,
and two of exemplar C. The total number of answering
croaks to the three exemplars, summed across all three dura-
tions, did not vary statistically@X2

252.4, P.0.05], suggest-
ing that the identity of the particular exemplar did not sig-
nificantly affect responses. The number of playbacks of each
exemplar was too small to justify use of a nested ANOVA,
and subsequent statistical analyses were thus based on pool-
ing responses from the short, medium, and long duration
stimuli across the three exemplars.

Frogs responded differently to playbacks of different
croak durations@repeated measures ANOVA:F2,1657.7, P
,0.01]. These analyses include only those croaks that fol-
lowed the end of each stimulus presentation~that is, answer-
ing croaks which were interspersed between the stimulus
croaks were eliminated!. Animals vocalized more in re-
sponse to the medium duration stimulus~mean 23.7 croaks!
than to the short duration stimulus~mean 14.1 croaks!, with
intermediate responses to the long duration stimulus@mean
19.9 croaks; Fig. 5~A!#. Significantpost hocdifferences were
obtained between medium and short duration stimuli (P
,0.05); none of the other comparisons was statistically sig-

nificant. In terms of individual data, seven of the males
showed the absolute greatest number of evoked responses to
the medium duration stimulus, one showed the greatest num-
ber of responses to the long duration stimulus, and one frog
showed equal numbers of responses to the medium and short
duration stimulus. Latency of response did not differ signifi-
cantly across the three durations. For these analyses, no re-
sponse was given a latency of 30 s. Mean latencies ranged
from 9.1 to 11.4 s.

Duration of answering croaks to the three different
stimulus durations was analyzed to determine if frogs ad-
justed their response durations to match stimulus durations.
For these analyses, data from four frogs that did not respond
at all to the short duration stimulus were excluded. Mean
response durations across the five remaining frogs were 538
ms ~standard error 5.2! for the medium duration stimulus,
533 ms~standard error 5.8! for the long duration stimulus,
and 512 ms~standard error 4.6! for the short duration stimu-
lus. These differences were not statistically significant. Data
from individual frogs showed no consistent relationship be-
tween stimulus duration and response duration.

D. Experiment 3

Data were collected from 12 individual males~five at
site 1 and seven at site 2!. Data from three additional experi-
ments were eliminated, becausepost hocacoustic analyses of
vocalizations indicated that individual animals had been
tested twice. Responses were obtained from four playbacks
of each exemplar. There was no difference in the total num-
ber of answering croaks to these three exemplars@X2

250.7,

FIG. 4. The duration of answering croaks by two individual frogs in re-
sponse to different stimulus durations~experiment 1!. Base5response dura-
tion during baseline~no stimulus! trials. Both of these frogs are included in
the data in Fig. 3. For each stimulus duration, the durations of individual
responding croaks are shown as a scatter plot~some symbols overlap!. The
circle/line graph represents the mean response duration for each stimulus
duration and baseline period.

FIG. 5. ~A! Number ~mean 6standard error, s.e.! answering croaks to
stimuli of different durations (S5short duration exemplars; M5medium
duration exemplars; L5 long duration exemplars! in experiment 2. Frogs
responded significantly less (* ) to the short duration exemplars.~B! Number
~mean6 standard error! answering croaks to stimuli of different durations
(DS5short duration exemplars, 12 croaks; M5medium duration exemplars;
L5 long duration exemplars! in experiment 3. Frogs responded significantly
less (* ) to the short and long duration exemplars than to the medium dura-
tion exemplars.

1350 J. Acoust. Soc. Am., Vol. 115, No. 3, March 2004 Andrea Megela Simmons: Stimulus generalization in bullfrogs



P.0.05], so data were combined across exemplars for sub-
sequent analyses. Again, sample size was too small to use
exemplar as a nested factor in an ANOVA.

Results of repeated measures ANOVA indicated that
frogs responded differently to playbacks of stimuli of differ-
ent durations@F1.3,2259.4, P,0.01]. For these analyses,
only those answering croaks that followed the end of each
stimulus playback~without being interspersed within the se-
ries of six stimuli! were counted. Frogs responded more to
the medium duration stimulus~mean croaks 12.6! than to the
long ~mean 5.9 croaks! or short~mean 4.1 croaks! duration
stimuli; these differences were statistically significant@P
,0.5 for both comparisons; Fig. 5~B!#. Differences in re-
sponse between long and short duration stimuli were not
significant. Nine individual frogs gave the absolute greatest
number of responses to the medium duration stimulus, two
gave the greatest number of responses to the long duration
stimulus, and one gave equal responses to the long and short
duration stimuli. Latency of response also differed signifi-
cantly @F2,2257.3, P,0.01]. Latencies were significantly
shorter for the medium duration stimulus~mean 4.8 s! than
for the short ~mean 15.8 s! duration stimulus (P,0.01).
Differences in latency of response to the medium or short
duration stimuli and to the long duration stimulus~mean 11
s! were not statistically significant.

A major difference between data from experiments 2
and 3 is the smaller number of total answering croaks occur-
ring after the end of each stimulus presentation in experiment
3. Choruses were larger and more active in 2002, and more
frogs seemed to vocalize during, rather than after, each
stimulus presentation. Croaks occurring during each stimulus
presentation were analyzed separately, and divided into two
categories, those alternating@Fig. 6~A!# and those not alter-
nating@Fig. 6~B!# with the individual stimulus croaks. In the
first case, answering croaks were consistently interspersed in
the silent intervals between individual stimulus croaks; in the
second case, there was no consistent timing relationship be-
tween stimulus and response~the responses sometimes occur
coincident with the stimulus!. The distribution of alternating
and nonalternating croaks varied significantly across the
three stimulus durations (X2525.6, P,0.001). There were
significantly more instances of nonalternation and signifi-
cantly fewer instances of alternation in response to the short
duration stimulus than to the other stimuli. This suggests that
the animals did respond selectively less to the short duration
stimulus.

There was no significant relationship between stimulus
duration and response duration, either in group data or in the
responses of individual frogs.

IV. DISCUSSION

Analysis of the durations of croaks in spontaneous ad-
vertisement calls suggests that croak duration is a dynamic
property, as defined by Gerhardt~1991!, in bullfrogs. Evoked
calling data~experiment 1! show that males vocalize in re-
sponse to synthetic advertisement calls with durations span-
ning the natural range of variability, but that calling is less
robust to a stimulus duration at the low end of the range.

Experiments 2 and 3 show that males vocalize significantly
less in response to very short duration stimuli, outside the
normal range of variability in croak duration. This was true
even under different chorus conditions~experiment 3 was
conducted in a larger chorus than experiment 2!, suggesting
that any differences in calling ‘‘motivation’’ arising from
overall chorus size do not eliminate differences in response
related to stimulus duration. Responses to stimuli longer than
spontaneous croaks were inconsistent between experiments 2
and 3, with males showing a steeper drop-off in response in
the larger chorus~experiment 3!. In any event, neither ex-
periment 2 nor 3 shows any evidence of greater responding
to supernormal stimuli. The results of experiments 1–3 sug-
gest that bullfrogs show perceptual generalization across
stimulus duration, with a steeper slope of the response gra-
dient on the shorter end compared to the longer end of the
continuum. The use of multiple exemplars in these experi-
ments helps control for effects of pseudoreplication
~Kroodsma, 1989!.

A. Variability in croak duration

Classification of parameters of communication signals
as static or dynamic~Gerhardt, 1991; Gerhardt and Huber,

FIG. 6. ~A! ~top!. Time domain waveform of the stimulus~top trace! and the
frog’s evoked vocal response~bottom trace! to a medium duration exemplar
in experiment 3. The onset of each individual croak and the time of peak
energy in each croak in the frog’s response consistently occur in the time
intervals between successive stimulus croaks. This type of pattern was
termed alternating.~B! ~bottom!. Time-domain waveform of the stimulus
~top trace! and the frog’s evoked vocal response~bottom trace! to a short
duration exemplar in experiment 3. The onset of each croak and the time of
peak energy in each croak of the frog’s response do not consistently occur in
the time intervals between successive stimulus croaks. In particular, the peak
energy in the second answering croak occurs simultaneously with the third
stimulus croak. This type of pattern was termed nonalternating.
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2002! is made on the basis of the degree of variability in that
parameter in the calls of individuals. Across different spe-
cies, call duration can be either, raising questions about the
information content of this temporal parameter. From their
review of the literature, Gerhardt and Huber~2002! sug-
gested that short duration signals show low variability, while
long duration signals show high variability, with the cutoff
between these two categories arbitrarily defined as 500 ms
~coefficients of variation around 0.5!. Individual croaks in
bullfrog advertisement calls measured in this study range
between 370–970 ms in duration~mean 551 ms!, with coef-
ficient of variation ranging from 5.5–14.7. Thus, croak du-
ration fits the definition of a dynamic property. This range of
variability is similar to that estimated by Bee and Gerhardt
~2001! in a separate, larger sample of bullfrogs~3.0–12.9!.
The mean croak duration in my sample is shorter than that
measured in that study~679 ms!; however, my measurements
are based on all croaks in a multicroak call, while Bee and
Gerhardt’s numbers are derived from durations of the first
croak only. Capranica~1965! recorded individual croak du-
rations between 600–1500 ms from a group of males housed
in the laboratory, but did not provide quantitative data on the
range of variability of this parameter either within or be-
tween males. In my sample, there were no instances of croak
durations over 1000 ms, in either spontaneous or evoked
calling. It is possible that the differences in croak duration
recorded in these different studies are due to sample~popu-
lation! differences, differences in chorus density, or to longer
croak durations in the field being masked by background
noise. This latter is unlikely in the present study, because
only croaks with signal-to-noise ratios higher than 3:1 were
measured.

The high variability in signal duration within a species
raises issues about the importance of this parameter for com-
munication. Gerhardt and Huber~2002! suggested that
acoustic features with high variability do not reflect some
physiological or mechanistic limit on production, but rather
reflect attributes such as physical condition, fitness, or moti-
vation. For example, it is possible that, in bullfrogs, croak
duration is related to body size or physical condition. Be-
cause I did not individually mark each male in my sample, I
could not directly test this hypothesis; however, Bee and
Gerhardt~2001! observed no statistically significant correla-
tion between snout-vent length and croak duration in their
sample of animals. Similarly, Howard and Young~1998!
found no relationship between call duration and body size in
a group of maleBufo americanus. In terms of fitness, dura-
tion might reflect energetics of vocalizations, such that males
could produce longer duration stimuli early in the chorus,
when they are less tired, for example. This is not supported
by the data in Fig. 2, which shows that individual males
could vary their croak duration by as much as 100 ms over a
time interval as short as 30 min. Similarly, inB. americanus,
no relationship was found between call duration and body
condition, an indirect measure of energetics~Howard and
Young, 1998!. Wells and Taigen~1986! reported a trade-off
between call duration and call rate inH. versicoloras a func-
tion of chorus density. They also noted a negative relation-
ship between call duration and total calling time, over peri-

ods as long as 4 h. In contrast, in the bullfrog, croak duration
varied considerably, over short time scales during which cho-
rus size~number of active callers! did not vary. It is possible,
however, that overall call duration~number of croaks per
advertisement call! might vary over the entire duration of a
chorus, but this was not studied here, as measurements were
taken only during the first 2–3 h of chorusing on a particular
night.

Given the considerable intraindividual variability in
croak duration, it is unlikely that this parameter acts like an
honest signal in male–male interactions. It is still possible,
however, that croak duration is somehow influenced by
acoustic interactions within a chorus. One way to test for this
would be to measure, for a particular target male, the dura-
tion of croaks of other males preceding and following his
own. From this hypothesis, one might expect that croak du-
ration in response to playbacks of particular duration would
vary consistently with the duration of the playback. In the
three experiments here, however, there was no relationship
between response duration and croak duration, even for
stimulus durations within the normal range of variability in
croak duration~experiment 1!.

B. Response gradients for croak duration

Even though duration is a dynamic acoustic property,
males do not respond equally likely to variations in this pa-
rameter. Results of experiment 1 show that males vocalize
significantly less often in response to croaks with durations
at the lower~shorter! end of the continuum of spontaneous
croak durations, than to durations in the middle of the range.
Males also responded less to croaks with durations at the
upper extreme of the natural duration continuum, although
these differences did not reach statistical significance. The
results of experiments 2 and 3 again show that males respond
more to exemplars with durations near the mean of the du-
ration continuum, with significantly fewer responses to
stimuli at the short end of the continuum. Fewer responses
were evoked by stimuli with long durations; this was statis-
tically significant only in experiment 3. The different pattern
of response to the long duration stimulus in the two experi-
ments might relate to the differences in chorus size during
the two experiments, or to the different timing of responses
in the two experiments~more responses occurred during the
playbacks than in the interstimulus interval following play-
backs in experiment 3!.

The shape of bullfrog’s response function for signal du-
ration suggests a generalization gradient for this signal pa-
rameter, with a steeper falloff in response strength at the low
end compared to the high end of the continuum. Typical
generalization gradients, as defined in theories of learning,
are based on changes in conditioned responses to test stimuli
at some physical distance from the original stimulus used in
acquisition trials~Malott and Malott, 1970!. Animals may
interpret these test stimuli as similar to~perceptual similar-
ity! or different from ~failure of discrimination! the condi-
tioned stimulus. The shape of the generalization function is
influenced by factors such as the degree of original learning
and prior discrimination training. In the ethological literature
~Ghirlanda and Enquist, 1999!, ‘‘generalization’’ is deter-
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mined from changes in unconditioned responses to stimuli
varying along some dimension from the original stimulus.
The underlying assumption is that the modified stimulus has
acquired its relevance, not through explicit laboratory train-
ing, but through evolutionary processes~Ghirlanda and En-
quist, 1999!. For example, in experiments 2 and 3, the me-
dium duration stimulus might represent some ‘‘modal’’
value, reinforced through evolutionary time, for which the
animal has evolved a particular internal representation. When
presented with novel or modified stimuli, the perceptual sys-
tem may act by estimating the degree of similarity of these
stimuli with the internal representation, and a generalization
gradient is the behavioral result. Similar assumptions have
been made by Ryanet al. ~2003!, who further argue that
these types of generalization gradient reflect evolutionary
pressures on signal form.

The observation that an asymmetrical generalization
gradient for duration exists in the bullfrog is consistent with
data from other species of anurans. A steeper drop in re-
sponse strength~number of evoked vocal responses! across
changes in call duration has also been observed by Narins
and Capranica~1978! in Eleutherodactylus coqui. These
asymmetrical preference functions are similar to those ob-
served in the phonotaxis responses of femaleH. versicolor
~Gerhardtet al., 2000!. In that species, females prefer, in a
choice test, calls of average duration over those of short du-
ration, and this preference is stronger than that between calls
of average duration and those of long duration. The prefer-
ence function was thus steeper on the short duration com-
pared to the long duration side. The less vigorous responses
to short duration stimuli in bothR. catesbeianaandE. coqui
may also reflect a mechanism for discriminating between
conspecific and heterospecific advertisement calls. At my
study sites, the green frog,R. clamitans, is present; the indi-
vidual notes in the advertisement calls of this species are
considerably shorter in duration~105 to 205 ms; Beeet al.,
2001! than bullfrog croaks. The shortest signal durations pre-
sented to bullfrogs in experiments 2 and 3~242 ms! are
longer than those observed in green frog calls, but even so
evoked very little calling. The steep cutoff at the low end of
the duration response function for bullfrogs is thus consistent
with a mechanism to discriminate against perception of het-
erospecific calls. The shape of the response gradient inE.
coqui can also be explained as an adaptation to discriminate
against perception of calls of sympatric species~Narins and
Capranica, 1978!. If this principle is widespread, then the
generalization gradient forR. clamitanswould also be asym-
metrical, but with a steeper cutoff on the high, rather than the
low, end. The data of Pennaet al. ~1997a!, who observed an
asymmetrical duration preference function in maleBatra-
chyla antartandica, with a steeper slope on the high end,
might also be explained by this hypothesis.

Male bullfrogs’ lowered responsiveness to short duration
stimuli may further represent a mechanism to discriminate
between conspecific advertisement and encounter calls. The
male bullfrog’s encounter call~the ‘‘bonk’’ of Wiewandt,
1969! is an aggressive vocalization used in territorial de-
fense. Its spectral composition is similar to that of the adver-
tisement call, but it is considerably shorter in duration

(,100 ms). A male’s typical response to an encounter call is
to move or to attack, not to give advertisement calls
~Wiewandt, 1969!. Stimulus duration may be the parameter
allowing the male to discriminate between these two conspe-
cific vocalizations.

C. Lack of preference for supernormal stimuli

Studies in several different anuran species show that fe-
males prefer high, over low or intermediate, values of call
duration~in those species where duration is a dynamic prop-
erty; reviewed in Ryan and Keddy-Hector, 1992; Gerhardt
and Huber, 2002!. Moreover, females can show preferences
for stimuli with durations longer than those typically ob-
served in the calls of conspecific males. Ryan and Keddy-
Hector~1992! argue that female preferences for these super-
normal or exaggerated stimuli reflect a preference for greater
sensory stimulation~greater signal-to-noise ratios!, and mo-
tivate the evolution of complex mating signals.

Preference tests of female bullfrogs for conspecific ad-
vertisement croaks or calls varying in duration have not been
reported; however, because croak duration is a dynamic
acoustic property for this species, preferences for longer du-
ration croaks might be expected. The results of the experi-
ments reported here show that male bullfrogs do not respond
more to supernormal croak durations. In experiment 2, there
were no significant differences in number of responses
evoked by long duration compared to medium duration
stimuli; however, in the responses of most individuals, more
croaks were evoked by the medium duration stimuli. Results
of experiment 3 showed a significant decrease in the number
of croaks evoked by long duration compared to medium du-
ration stimuli. However, neither response latency nor the
number of evoked responses alternating with individual
stimulus croaks varied between long and medium duration
stimuli. Experiments 2 and 3 are thus consistent in showing
no preference for supernormal durations.

If longer duration signals are preferred by females be-
cause they provide more stimulation of the auditory system
~Ryan and Keddy-Hector, 1992!, why are such signals not
preferred by males? Wells and Taigen~1986! suggested that
call duration is energetically constrained, and Gerhardtet al.
~2000! argued that, because of the shape of the female gen-
eralization function, for males to increase their call duration
beyond a certain limit would not increase their reproductive
success. Moreover, if bullfrog croaks are used in neighbor
recognition or male–male assessment~Davis, 1987; Bee and
Gerhardt, 2001!, then males might be expected to be tolerant
of variations in the acoustic properties of these signals, in
order to provide the maximal individual recognition. Males
may not need to increase croak duration beyond some limit
because they gain sufficient information about the identity of
neighbors from shorter duration signals. Finally, in line with
the ‘‘interference risk’’ hypothesis presented by Schwartz
et al. ~2001! to explain female choice behavior, tolerance of
variability in croak duration would enable males to recognize
croaks of neighbors in the midst of fluctuating background
noise.

1353J. Acoust. Soc. Am., Vol. 115, No. 3, March 2004 Andrea Megela Simmons: Stimulus generalization in bullfrogs



D. Call matching

In experiments 1–3, there was no significant relationship
between stimulus duration and response duration in the
croaks of individual males. Moreover, males did not consis-
tently add more croaks to their advertisement calls in re-
sponse to the longer duration stimuli, nor did they decrease
the number of croaks to the shortest duration stimuli. These
data are not consistent with those of Bee and Perrill~1996!,
who reported that maleR. clamitansincreased note duration
in response to playbacks of conspecific stimuli differing in
the number of notes; however, in that study, responses to
playbacks of signals differing in the duration of these indi-
vidual notes were not measured. Wells and Taigen~1986!
reported that maleH. versicolorgave longer calls in response
to playbacks of longer calls, but here there was not a precise
match between call duration and stimulus duration. These
comparisons suggest that the bullfrog call recognition system
is more permissive of variability in this specific parameter
than that of these other species. This may be related to the
relatively longer duration of croaks in bullfrog advertisement
calls than notes in the advertisement calls of these other spe-
cies. It is also possible that bullfrogs may match the number
of croaks~and thus overall duration of the entire advertise-
ment call! to the number of croaks in a playback. This pos-
sibility was not addressed in the present study.

E. Physiological correlates of duration sensitivity

Responses of neurons in the ascending auditory system
to variations in signal duration depend in large part on the
classification of neurons as tonic or phasic~fast adapting or
slow adapting!. The most common response pattern in the
auditory nerve and auditory brainstem to stimuli varying in
duration is an increase in spike count with increases in du-
ration, described as long-pass functions~Potter, 1965; Narins
and Capranica, 1980; reviewed in Gooler and Feng, 1992!.
In the torus semicircularis of the midbrain of several differ-
ent frog species, a diversity of response patterns to duration
is seen, with some neurons showing bandpass~maximal re-
sponse to some intermediate duration!, short-pass~maximal
response to short duration!, or all-pass~nonselective! re-
sponses~Gooler and Feng, 1992; Pennaet al., 1997b!. Some
of these neurons show selective responses to species-typical
stimulus durations~Narins and Capranica, 1980!. Potter
~1965! reported that neural responses in the bullfrog’s mid-
brain to tones up to 500 ms long reached a plateau at some
intermediate duration. These results are consistent with the
behavioral data presented here; that shorter stimuli evoke
fewer behavioral responses, and fewer neural responses. In
the central nucleus of the thalamus ofR. pipiens, a large
proportion of bandpass response functions, with neurons
seemingly tuned to particular durations, has been observed
~Hall and Feng, 1986!. The physiological data do not appear
to show, however, a neural mechanism for selective response
to supernormal stimulus durations, again consistent with the
behavioral data presented here. That is, long-pass response
functions with peaks at supernormal durations for that spe-
cies are not over-represented in midbrain or thalamic re-
sponses.
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Enhanced ultrasound transmission through the human skull
using shear mode conversion
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A new transskull propagation technique, which deliberately induces a shear mode in the skull bone,
is investigated. Incident waves beyond Snell’s critical angle experience a mode conversion from an
incident longitudinal wave into a shear wave in the bone layers and then back to a longitudinal wave
in the brain. The skull’s shear speed provides a better impedance match, less refraction, and less
phase alteration than its longitudinal counterpart. Therefore, the idea of utilizing a shear wave for
focusing ultrasound in the brain is examined. Demonstrations of the phenomena, and numerical
predictions are first studied with plastic phantoms and then using anex vivohuman skull. It is shown
that at a frequency of 0.74 MHz the transskull shear method produces an amplitude on the order
of—and sometimes higher than—longitudinal propagation. Furthermore, since the shear wave
experiences a reduced overall phase shift, this indicates that it is plausible for an existing
noninvasive transskull focusing method@Clement, Phys. Med. Biol.47~8!, 1219–1236~2002!# to be
simplified and extended to a larger region in the brain. ©2004 Acoustical Society of America.
@DOI: 10.1121/1.1645610#

PACS numbers: 43.80.Sh, 43.20.El@FD# Pages: 1356–1364

I. INTRODUCTION

Coherent noninvasive focusing of ultrasound through
the human skull has been suggested for a number of thera-
peutic and diagnostic implications in the brain. For example,
ultrasound has been considered as a tool for the transskull
treatment of brain tumors,1–3 targeted drug delivery, im-
proved thrombolytic stroke treatment,4 blood flow
imaging,5,6 detecting internal bleeding,7 and tomographic
brain imaging.8–12 Although the human skull has been the
barrier to the clinical realization of many of these applica-
tions, recent studies have demonstrated both minimally inva-
sive and noninvasive aberration correction methods for trans-
skull focusing. Minimally invasive approaches use receiving
probes designed for catheter insertion into the brain13,14 to
measure the amplitude and phase distortion caused by the
skull, and then use this information to correct the beam using
an array.15 Alternatively, a completely noninvasive approach
uses x-ray computed tomography~CT! images to predict the
longitudinal wave distortion caused by the skull.16 Noninva-
sive focusing with a therapeutic array has been demonstrated
with a longitudinal wave propagation model, but the ampli-
tude of the focus was observed to drop when the focus was
directed close to the skull surface.

The assumption that the transcranial propagation is com-
posed of purely longitudinal modes is valid for small inci-
dent beam angles,17 but this assumption rapidly breaks down
beyond approximately 25°, as the longitudinal wave ap-
proaches its critical angle. This is a plausible explanation for
the reduced amplitude observed using the longitudinal
model; as the focus was directed toward the periphery of the
brain, an increasing number of array elements were oriented
at higher incident angles to the skull.

Modeling of shear waves in previous work had been
dismissed as being either of insignificant amplitude,17 or ~if

significant! as inoperative since the resulting beam would be
distorted and hard to predict.18 The absence of significant
information on the skull bone’s elastic wave speeds also has
prohibited its consideration in modeling. However, a com-
plex conversion from a longitudinal wave~skin! to a shear
wave~skull! and back to a longitudinal wave~brain! does not
necessarily produce a highly distorted or small-amplitude
wave. Our present experimental and theoretical investiga-
tions with isotropic phantom materials and anex vivohuman
skull bone support this hypothesis. In fact, we show that a
focused beam traveling as a shear wave in the skull may be
less distorted than a longitudinal one. In some instances a
focused beam is actually observed to be larger in amplitude
than a longitudinal wave propagated through the same skull
area. The success of the longitudinal-shear-longitudinal
propagation is primarily due to the similarities between the
elastic ~shear! wave speed (;1400 m/s) and the sound
speeds of water (;1500 m/s), skin (;1525 m/s), and the
brain (;1550 m/s). In contrast, the range of longitudinal
sound speeds in the skull at relevant frequencies is approxi-
mately twice these values.

On the basis of these properties, we examine the possi-
bility of intentionally producing shear modes in the skull
bone as a mechanism for producing or enhancing a focus
through the skull. We incorporate shear modes into a previ-
ously described transskull propagation model, demonstrating
a significantly improved ability to predict ultrasound phase
and amplitude at high incident angles. To illustrate the ap-
proach, we first model the field through a single plastic layer.
The approach is then applied to sections of human bone,
which are compared to experimental measurements. The ap-
proach could be used for more accurate focusing in the brain
and could extend the focusing region beyond current
methods.
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II. TRANSSKULL SHEAR MODE PROPAGATION

Based on the skull’s small curvature relative to ultra-
sound wavelengths,17,19 the inner and outer surfaces of the
skull are sectioned into regions that are each approximated as
flat, but not necessarily parallel. A diagram of the problem is
given in Fig. 1, showing the one region of the ultrasound
field incident upon skull surface. Each region is then mod-
eled as a single-layer isotropic solid with Lame´ constants
determined as a function of the mean density over the propa-
gation region.

Propagation through an arbitrarily oriented isotropic
skull layer is achieved by spectral decomposition of the in-
cident wave, followed by the determination of the ray paths,
and attenuation as a function of angular wave number as the
field crosses the skull. Each of these initially longitudinal
harmonic spectral wave components will be considered be-
low in terms of its velocity potential. Without loss of gener-
alization, a given component may be viewed in a reference
frame where the surface normal is oriented along the Carte-
siany axis, with thez axis defined by the unit vector of the
cross product between the propagation axis and the surface
vector. In this frame, the velocity potential is expressed as

f I5AL
I ei (vt2kx

I x sin u I2ky
I y cosu I )

1ALR
I ei (vt2kx

I x sin u I1ky
I y cosu I ), ~1!

whereAL is the amplitude of the longitudinal wave compo-
nent incident upon the layer surface,ALR is the amplitude of
the reflected longitudinal wave,u is the angle of incidence,
andkx andky are the wave vector components in the speci-
fied reference frame. The superscripts I to III are used to
denote the skin, skull, and brain, respectively, while the sub-
scriptsL andS refer to longitudinal or shear waves. Accord-
ingly, the transmitted longitudinal potential in the skull is
given by

f II 5AL
II ei (vt2kx

II x sin u II 2ky
II y cosu II ), ~2!

and the shear vector potential is

cII 5AS
II ei (vt2kSx

II x sin uS
II

2kSy

II y cosuS
II )ẑ. ~3!

Using this description, each spectral wave component must
be viewed in its own unique reference frame. At the bound-
ary, the incident wave is split into a reflected wave, a trans-
mitted longitudinal wave, and a transmitted shear wave. The
amplitudes of these waves may be determined relative to the
incident wave using methods outlined by Kino.20 Specifi-
cally, the normal component of the particle displacement

r5¹f1¹3c, ~4!

must be continuous at the boundary as well as the normal
stress
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1~l12m!

]r y

]y
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and the shear stress
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1
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]x D , ~6!

with the shear and longitudinal sound speed of a given me-
dium related to the Lame´ constantsm andl by

cS5Am

r
, cL5Al12m

r
. ~7!

Details of the amplitude calculations are provided in Appen-
dix A. It is stressed that each plane-wave solution describes
the behavior of only a single angular wave number. It is
necessary to calculate these amplitudes for each component
wave vector space. However, this may be readily performed
in closed form, as given in Appendix B.

After propagating into the skull, the longitudinal and
shear waves are treated separately, with the total wave reach-
ing the brain then equal to

f III 5ALL
III ei (vt2kx

III x sin u III 2ky
III y cosu III )

1ALS
III ei (vt2kx

III x sin uS
III

2ky
III y cosuS

III ), ~8!

where ALL
III and ALS

III are the amplitudes of the longitudinal
waves due to the incident longitudinal and shear waves in the
skull, respectively. The values of the velocity potentials may
be found by equating Eqs.~4! through~6! at the skin–bone
interfaces after substituting in Eqs.~1! to ~3!, and solving for
AL

II andAS
II . At the skull–brain interface, the incident shear

and longitudinal velocity potential amplitudes will be equal
to the product of these transmission amplitudes and the ab-
sorption loss experienced within the bone. Since each spec-
tral component will have its own independent path length
through the skull, its total absorption will generally differ
between components. A two-dimensional representation of
the problem is given in Fig. 1.

To find the wave amplitudes in the brain,ALL
III andALS

III ,
the problem is once again reduced to two dimensions by
rotating the problem into a reference frame where the surface
normal is oriented along the Cartesiany axis and the relevant
wave vector lies in thex–y plane. Since the soft tissue of the
brain is fluid-like, the incident longitudinal wave in the skull
bone will be further divided into a reflected shear wave, a
reflected longitudinal wave, and a transmitted longitudinal

FIG. 1. CT images~left! are segmented in to areas consisting of three-
dimensional nonparallel plates. The model then considers isotropic propa-
gation within the bone.
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wave. The shear wave in the skull will be similarly divided,
but with differing reflection and transmission angles.

The acoustic pressure at a given point in the brain is
obtained by separately solving for the amplitude and phase
of each spectral component over a planar area. The spectrum
is then inverse transformed to give the pressure over the
measurement plane. The pressure amplitude is equal to the
negative of the normal stress which is related to the ampli-
tude of the scalar velocity potentials in the brain,ALL

III and
ALS

III , by Eq. ~4! and Eq.~5!. Figure 2 shows the angular
dependence ofALL

III andALS
III resulting from an infinite plane

wave in water after traveling through an ideal acrylic layer. A
similar plane-wave methodology was examined by
Thompson21 for examining Doppler beams through plastic.

Based on the skull’s high attenuation coefficient,18 we
neglect additional contributions due to multiple reflections
within the skull bone.18,22 The total acoustic pressure at any
point in the brain can be determined by calculating the path
length and total transmission amplitude for each spectral
component. These values then allow the relative acoustic
phase and the overall attenuation~including absorption loss!
to be estimated. The algorithm for determining the field path
lengths from the transducer to the measurement point in the
brain is presented in Appendix B. A special case of the
method was previously used to trace the longitudinal path
length of elements from an array in order to focus ultrasound
through human skulls.16 In that study, sections of the inner
and outer surfaces of the skull were assumed to be parallel
and shear waves were neglected.

III. PROPAGATION ALGORITHM

We first consider a parallel plastic plate to test the algo-
rithm in order to provide an idealized isotropic case readily
verifiable by experiment. The identical plate was previously
used in a study involving the propagation of longitudinal
waves from a planar source at small incident angles.23 Rel-
evant values for the plastic are summarized in Table I. The
ultrasound source is a 1.5-MHz focused transducer with a
diameter of 120 mm and a radius of curvature equal to 160
mm. The source function for the algorithm is acquired by
projecting a laboratory-measured pressure field from a plane
near the geometric focus backward to the source.24 This field
is measured over a 30330-mm2 area with a spatial resolu-
tion of 0.5 mm. The source function is then propagated
through the plates using an algorithm described numerically
in Appendixes A and B. The distance from the source to the
measured plane is 121 mm and that from the plastic inner
surface to the source is 61 mm.

Similar methodology is used to propagate throughex
vivo human calvaria~brain cages!. Following the laboratory
measurements, water is used as the interfacing medium be-
tween both the inner and outer skull surface. The ultrasound
source for the transskull measurement is a 0.74-MHz focused
transducer with a diameter of 8 cm and a radius of curvature
equal to 150 mm.

The numeric algorithm is implemented inMATLAB , us-
ing matrix-based operations for the layers. Operations were
performed on a 1-GHz AMD-based PC. A typical projection
of a complex 1283128 matrix through five layers took ap-
proximately 30 s to calculate.

IV. EXPERIMENT

A. Skull registration and density

Data for the simulation were obtained from a digitized
human-head profile obtained using CT images~Siemens, SO-
MATOM, AH82 Bone Kernel!. Both the coordinates of the
skull surfaces as well as the internal density variation were
obtained from these images. Scans were taken at 1-mm in-
tervals using a 2003200-mm field of view. A polycarbonate
stereotaxic frame was attached around each sample to allow
the skulls to be attached to the array and provide a reference
for the mechanical positioning system and the CT images.
The calculation was performed only in bone lying within the
beamwidth of the section being considered. Information
about the shape and structure of an individual calvarium was
acquired by combining the images, which returned intensi-
ties proportional to material density. In the present demon-

FIG. 2. Calculated pressure amplitude of a planar wave after liquid–solid
~Plexiglas!–liquid propagation.

TABLE I. Summary of materials and their acoustic properties, including density, longitudinal absorption coef-
ficient, shear absorption coefficient, longitudinal and shear sound speeds, and thickness across the axis of
propagation.

Material
Density
(kg/m3)

aL

~Np/m!
aS

~Np/m!
CL

~m/s!
CS

~m/s!
Thickness

~mm!

Plastic 1187 45 50 2185 1330 11.8
Skull 2186 85 90 2850 1400 5.29
Water 1000 0 0 1486 NA Variable
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stration, the mean density across the layer was used, effec-
tively approximating the skull as an isotropic solid.

Coordinates of points along the inner and outer surfaces
of the skull were identified on an image using a threshold
filter, which searched for the innermost and outermost den-
sities .1.4 gm/cm3 along each line of an image. Points of
successive images were combined to give three-dimensional
representation of the inner and outer skull surface. Pixel in-
tensities of each image were also combined into a three-
dimensional array for later processing.

The projection algorithm relied on precise knowledge of
the orientation of the skull relative to individual array ele-
ments. To achieve this, the phasing algorithm translated and
rotated the skull data from the CT coordinate frame to the
transducer coordinate frame as well as translated and rotated
the skull from the mechanical positioning system’s coordi-
nate frame to the transducer coordinate frame. The program
operated using three markers located on the polycarbonate
frame affixed to the skull. These locations could be identified
mechanically with the positioning system to a precision of
approximately 0.1 mm. The algorithm then generated a rota-
tion matrix that mapped between the coordinate systems.

B. Ultrasound measurements

Propagation experiments were set up in a water tank to
verify the numeric algorithm. Measurements were performed
in degassed and deionized water in a tank padded with rub-
ber to inhibit reflections. Ultrasound signals were generated
by a transducer specific to the particular measurement and
received with a polyvinylidene difluoride~PVDF! needle hy-
drophone~Precision Acoustics, Dorchester, UK!. To assure a
strong reception while maintaining accuracy, a 0.2-mm-
diameter hydrophone was used for the 1.5-MHz measure-
ments and a 0.5-mm-diameter hydrophone was used for mea-
surements at 0.74 MHz. The smaller hydrophone at higher
frequency was used to minimize hydrophone directivity and
prevent phase averaging. A skull~or plastic plate! was placed
between the hydrophone and transducer at an angle con-
trolled by a rotational stepping motor~Velmex, New York!. A

3D linear positioning system~Velmex, model V P9000! al-
lowed the hydrophone to be scanned over a measurement
area centered about the transducer’s axis of symmetry. Trans-
ducer signals were generated by an arbitrary waveform gen-
erator~Wavetek, California, model 305! fed to a power am-
plifier ~ENI, New York, model 2100L!. The hydrophone’s
voltage response was sent though a Precision Acoustics
preamp and an amplifier~Preamble Instruments, Oregon,
model 1820! before it was recorded by a digital oscilloscope
~Tektronix, Oregon, model 380!. The voltage waveform was
downloaded to a PC by GPIB control and the amplitude and
phase at the measurement location were calculated from the
FFT of the signal, taking the values at the transducer driving
frequency.

The 11.8-mm plastic plate was placed in the test tank
and the acoustic transmission was measured on the transduc-
er’s axis of symmetry, 121 mm from its face. The acoustic
pressure was measured between270° and 70° at an incre-
ment of 1°. Agreement between the measured and simulated
waveforms was evaluated by comparing the amplitudes and
phases at each angular orientation. The source function for
the simulation was a pressure field measurement taken with
the transducer in water without a plate present.

For the transskull measurements, two different mounting
procedures were performed. The first, shown in Fig. 3~a!,
was designed to allow measurement through an approxi-
mately constant location on the skull at different incident
angles. The second configuration, Fig. 3~b!, allowed mea-
surement at high incident angles with good registration be-
tween the transducer and the skull, but did not facilitate
movement of the skull. Initial measurements examined the
angular dependence of amplitude on the skull, in order to
determine whether amplitude peaks were present beyond the
longitudinal Snell’s critical angle. A section of skull bone
was rotated between 0° and 55°, with the axis of rotation
normal to the transducer axis and coincident with a line
through the bone. The maximum angle of 55° was the high-
est value obtainable with the current setup.

FIG. 3. ~A! The experimental setup.~B! An overhead
view showing the relative position of the hydrophone
within the skull specimen.
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V. RESULTS

A. Plastic

The correlation between the measured and predicted
fields is shown in Fig. 4. For reference, the plot also includes
the amplitude of the numeric calculation obtained when
shear waves were neglected. The amplitudes and phases of
all three curves match closely for incident angles with abso-
lute values below 31°, which is the longitudinal critical
angle for the signal’s spectral peak. However, beyond this
angle, the longitudinal-only simulation is unable to predict
the second local maximum in the amplitude, which results
from a purely elastic wave within the sample. The major
source of discrepancy between the measured data and simu-
lated amplitude possibly results from underestimation of the
shear wave absorption coefficient in the simulations. This
effect becomes more pronounced at high angles, where the
path length is largest. However, very good correlation is
found between the simulated and measured ultrasound phase.
This agreement extended to nearly all angles, with the ex-
ception of the transitional region between 20° and 30°, the
region where the wave amplitude is near its minimum. Ne-
glecting this region, 76% of the remaining calculated points
deviated from measurements byp/6—or less—radians.

B. Transskull measurement

By rotating the skull, a local pressure transmission maxi-
mum was observed at 32°. This signal is expected to result
almost entirely from shear propagation through the bone,
based on a longitudinal critical angle of about 30°. Further
evidence of the wave’s origin as a shear wave at higher in-
cident angles is found in the measured data~Fig. 5!, which

FIG. 4. The on-axis amplitude and phase simulated
~dashed!, simulated without a shear mode~solid!, and
measured ~dotted! after propagation through an
11.8-mm plastic plate with a focused 1.5-MHz beam.

FIG. 5. The on-axis amplitude and phase measured after propagation
through a skull bone. The black lines indicate the transition in phase to an
entirely shear mode.
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shows the angular dependence of the wave phase. Below 26°
the phase closely resembles the behavior of a purely longi-
tudinal wave. Between 26° and 32° there is a deceleration in
the slope, indicating a region of superimposed contribution
from the shear and longitudinal wave. Beyond 32° the slope
is approximately linear and negative, since the shear sound
speed is less than the speed of sound in water.

Using the same mounting configuration, field measure-
ments were performed over a 30330-mm area with 1-mm
resolution for different incident angles. Figure 6 shows the
field immediately after passing through the skull bone after
measurements at 0°, 15°, and 30°, showing less distortion
in the signal propagated through the skull as a shear wave
than when propagated in a longitudinal mode at both 0° and
15°.

A second set of measurements was performed with
skulls placed in reference frames for spatial correlation with
CT images. Although only an estimated value of the shear
wave speed was used for the study, accurate spatial registra-
tion and data for the longitudinal modes allowed the longi-
tudinal critical angle to be identified. Skulls were then
aligned to assure that the transmitted signal was from shear
propagation in the bone.

Finally, a demonstration was performed with a skull
placed in a reference frame, to allow spatial correlation with
CT images. Accurate spatial registration and data for the lon-
gitudinal modes allowed the longitudinal critical angle to be
identified. However, only an estimated value of the shear
wave speed was available for the study.17 Skulls were
aligned to assure that the transmitted signal was from shear
propagation in the bone. Figure 7 shows a line measurement
of the field, with the outer surface of the skull oriented at 32°

relative to the axis of symmetry. Although there is discrep-
ancy between the simulation and the measurement, the simu-
lation was nonetheless able to identify the presence of the
focused shear wave, with a beam shape resembling that of
the measurement.

VI. DISCUSSION

Our preliminary simulations and experimental measure-
ments indicate that transmission of a coherent, focused ultra-
sound beam through the skull purely as a shear wave is pos-
sible. At the presently considered driving frequency near 0.7
MHz, the peak amplitude through the skull due to shear
propagation in the bone was found to be between 35% and
55% of the peak longitudinal mode. Although the shear am-
plitude was lower than longitudinal modes, we found evi-
dence that the overall beam may suffer less distortion when
propagated through a localized region of the bone. Further-
more, the shear mode experienced less phase distortion due
to the similarity between the shear wave speed and the speed
of sound in water. Comparable similarities could be found in
soft tissues.

More precise correlation between the simulation and
measured data will require accurate measurement of the
shear wave speed in the skull bone. The present study used a
previously tabulated value of 1400 m/s.17 It is likely, how-
ever, that this value fluctuates as a function of position on the
skull and could potentially be correlated either with bone
density and/or with bone type~cortical or trabecular!.

There are several possible direct implications of the
shear transmission method: First, the method may be added
to pre-existing noninvasive transskull phasing algorithms for

FIG. 6. Transskull ultrasound signal measured at 0°, 15°, and 35° incidence. The measurement indicates reduced distortion beyond Snell’s critical angle for
the longitudinal mode.
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improved focusing at high incident angles. This is particu-
larly important when focusing close to the skull surface,
where high angular incidence is necessary. Second, the
method may have application in transskull imaging, where a
narrow ultrasound beam would be directed through the skull
and intentionally high incident angles. Finally, the method
could potentially be used to detect flow in the brain by means
of frequency Doppler shifts. All of these techniques are ex-
pected to be feasible in the submegahertz frequency range
considered here.
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APPENDIX A: TRANSMISSION AMPLITUDES

The pressure amplitudes were calculated by solving for
the velocity potentials described in Eqs.~1!, ~2!, ~3!, and~8!.
After linear algebraic simultaneous solution of the equations,
it may be shown that the shear and longitudinal wave ampli-
tudes in the bone are given by

AS
II ~u I !5

24AL
I cI 2

kI 2
kL

II r I cosu I cosuL
II sinuL

II /kS
II

DII ~u I !r II cosu I1cII
2 kIr II CII ~u I !
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~A1!
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AL
II ~u I !5

2AL
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where
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II sinuS
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and the transmitted angles are understood to be functions of
u, related by Snell’s law
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II
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The amplitudes of the waves transmitted into the brain
from the incident longitudinal and shear waves are equal to
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FIG. 7. A linear hydrophone measurement of a trans-
skull ultrasound beam~solid!. The measurement is
taken parallel to the transducer’s propagation axis and
passes through the transducer’s geometric focus. This
scan is compared to a model with~dashed! and without
~dotted! consideration of shear propagation in the skull.
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APPENDIX B: PROPAGATION ALGORITHM

Regardless of whether or not the layers are parallel, the
transfer function through the layers may still be written in a
closed form in terms of the thickness across thez axis, zn ,
the sound speedcn , and density of each layer (n5I , II, III !.
For each interface it is necessary that the unit vectors normal
to the layer surfacesn̂n be calculated. For a given initial
wave vectork0xy , the ray path from~0,0, z0) between any
two surface interfaces traverses a distance of

uRnxyu5
~znxy2rnxy!•n̂n11

k̂nxy•n̂n11

, ~B1!

where, as depicted in Fig. 1,rnxy is the vector extending
along the layer fromz axis to the intercept of the layer with
the ray. The unit vector along the wave vector’s path is given
by k̂nxy . Again, the frequency dependence on the wave vec-
tor orientation is understood. It follows that the ray position
vector must be equal toRnxy5uRnxyuk̂nxy . Although the ini-
tial wave vector orientation,k̂0xy , is known, the direction of
the wave vector in the first and subsequent layers must be
calculated using the relation25

1

cn
~ n̂n113 k̂nxy!5

1

cn11
~ n̂n113 k̂n11xy!, ~B2!

which is a consequence of Snell’s law in three-dimensional
space that requires the incident wave vector, the transmitted
wave vector, and the normal vector all be in the same plane.
After bifurcation of the wave into a longitudinal and shear
mode, the waves are treated separately. The transmitted wave
vector on the right-hand side of Eq.~B2! may be obtained by
crossing both sides of the equation withn̂n11 . Using cross-
product relations, it may be shown that

k̂n11xy5
cn11

cn
~ k̂nxy2cosg i n11xy

n̂n11!

1cosg i n11xy
n̂n11 . ~B3!

The incident unit wave vector of thenth layer is simply
equal to the transmitted wave of the (n21)st layer. With the
exception of the 0th layer shown in Fig. 2, it is also neces-
sary to findrnxy in order to calculate Eq.~B1!. Given the
thickness across thez axis of each layer, the point of inter-
section of rayRn with the surface of then11 layer is

rn115Rn1rn2zn . ~B4!

Over a series ofN layers, the phase of a ray reaching the
Nth planefR(kNxy ,v) is the sum of the phase contributions
over each path length given by Eq.~B1!. The spatial phase
at the planez, is related to the ray phase atN by
fN(kNxy ,v)5fR(kNxy ,v)22pkNr N singNxy, as illustrated
in Fig. 1. A ray leaving the initial plane with a polar angle
g0xy(v) will arrive at the planez with a new orientation
gNxy(v) determined by theN21 unit vectork̂N21

f~kNxy ,v,z!5f~k0xy ,v,z0!1 (
n50

N21

kn

~zn2rn!•n̂n11

k̂n•n̂n11

2singNxy~v!, ~B5!

given f(k0xy ,v,z0), the phase ofp̃(kx ,ky ,v,z0) at the ini-
tial plane.

The pressure over the plane atz can be expressed in
terms of the ray phase presented in Eq.~B5! and the trans-
mission coefficient by

p̃~kNxy ,v,z!5 p̃~k0xy ,v,z0!e2 i sin gNxy(v)

3F )
n51

N21

Tnxy~v!eifN(kNxy ,v,z)G , ~B6!

where the terms in square brackets on the right-hand side of
Eq. ~B6! can be viewed as an operator that maps the field
from k0 space to a newkN space. In the present problem, the
amplitudes,T, are given by to Eqs.~A7! and ~A8! and the
component angles,gNxy . In practice, this mapping requires
interpolation to produce a linearly spaced matrix atz.
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ERRATA

Erratum: ‘‘Coupled perturbed modes over a sloping
penetrable bottom’’ [J. Acoust. Soc. Am. 114, 3119–3124 (2003)]
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Typographical errors appear in Eqs.~15! and ~16!. The equations should read,

Dkn5
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2kn
F E

0

`

Dq~ z̃;z!X~ z̃;z!Un
2~ z̃;z!dz̃1E

0
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anm5
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~q~ z̃;z!2kn
2!DX~ z̃;z!Un~ z̃;z!Um~ z̃;z!dz̃G , ~nÞm!. ~16!

Equations~A4! and ~A5! are identical to Eqs.~15! and ~16!, and should also be corrected.
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